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1 Introduction

1.1 Course Outline

PHYS 4P51 is a quantum mechanics course at the 4th-year undergraduate level. It will be
your last course in quantum mechanics before graduate school, and thus it should prepare
you for graduate-level study and research.

My goal is that by the end of this course, you will gain a deep and intuitive understanding of
the foundations of quantum theory, from the modern point of view of 21st-century theoretical
physics — as it is currently understood by researchers in cutting-edge fields such as quantum
foundations, quantum information, quantum computation, quantum field theory, and quan-
tum gravity. Such an understanding will be absolutely crucial if you want to be a theorist,
and will also be extremely useful if you want to be an experimentalist.

Before you begin this course, you should forget everything you learned about quantum
mechanics before! We will re-learn quantum theory from scratch, developing it in an axiomatic
and mathematically rigorous way from first principles. We will see that there is nothing
mysterious about quantum mechanics, and obtain insight that will allow us to understand
how it makes the universe works at the most fundamental level.

1.2 Exercises and Problems

Throughout these notes, you will find many exercises and problems.

* Exercises are usually just calculations. They are meant to verify that you understand
how to calculate things, and they are usually simple and straightforward.
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¢ Problems are usually proof-based. They are meant to verify that you understand the
more abstract relations between the concepts we will introduce, and they often require
some thought.

2 Non-Technical Overview

In this chapter, I will provide a non-technical overview of quantum physics, and how it
compares to classical physics. I won’t go into exactly who discovered what and in which year,
because this is not a history course; this is a course about how the universe works. However,
if you are interested in the history of quantum mechanics, there are many excellent websites
and textbooks on the subject, and you are encouraged to look them up.

Instead, I will focus on two main goals in this chapter:

1. Introducing some of the fundamental experiments which illustrate why classical me-
chanics needs to be replaced with a more fundamental theory. This should also convince
you that your classical intuition must be replaced with quantum intuition, which is
what we will try to develop in this course.

2. Summarizing the fundamental properties of quantum mechanics and the differences
between it and classical mechanics in non-technical terms, without going into the math.
This should give you some idea of what we will study throughout this course in much
more detail and with the full, uncensored mathematical framework.

2.1 The Failures of Classical Physics
2.1.1 Black-Body Radiation and the Ultraviolet Catastrophe

A black body is an object that absorbs all incoming light at all frequencies. It absorbs it and
does not reflect it — therefore, it is black. More generally, it absorbs not just light, but all
electromagnetic radiation. Black bodies also emit radiation, due to their heat. Electromagnetic
radiation has a spectrum of wavelengths of different lengths. We are interested in predicting
the amount of radiation emitted by the black body at each wavelength, which we will refer to
as the black body’s spectrum.

One can try to use classical physics to calculate this spectrum. It turns out that the amount of
the radiation is inversely proportional to the wavelengtlﬂ This means that as the wavelength
approaches zero, the amount of radiation approaches infinity! This is illustrated by the black
curve in Figure This result is called the ultraviolet catastrophe, since ultraviolet light has
shorter wavelengths than visible light. Obviously, this does not fit well with experimental
data, since when we measure the total radiation emitted from a black body, we most definitely
do not measure it to be infinity!

More precisely, the power emitted per unit area per unit solid angle per unit wavelength is proportional to
1/A* where A is the wavelength... But fortunately, we don’t need to be very precise here!
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Figure 2.1: The electromagnetic spectrum of a black body. Source: Wikipedia.

To solve this problem, we must use quantum physics. If we assume that radiation can only be
emitted in discrete “packets” of energy called quanta, we get the correct spectrum of radiation,
which is compatible with experiment. The law describing the amount of radiation at each
wavelength is called Planck’s law. In Figure we can see three different curves, calculated
using Planck’s law, giving the radiation spectrum at different temperatures (in Kelvin). You
can see that the total amount of radiation is no longer infinite. The quanta of electromagnetic
radiation are called photons.

2.1.2 The Photoelectric Effect

When light hits a material, it causes the material to emit electrons. This phenomenon is called
the photoelectric effect. Using classical physics, and the assumption that light is a wave, we can
make the following predictions:

* Brighter light should have more energy, so it should cause the emitted electrons to have
more kinetic energy, and thus move faster.

* Light with higher frequency should hit the material more often, so it should cause a
higher rate of electron emission, resulting in a larger electric current.
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Figure 2.2: The photoelectric effect. Source: Khan Academy.

* Assuming there is a certain minimum energy needed to dislodge an electron from the
material, sufficiently bright light of any frequency should cause electron emission.

However, what actually happens is the exact opposite:

* The kinetic energy of the emitted electrons increases with frequency, not brightness.
¢ The electric current increases with brightness, not frequency.

* Electrons are emitted only when the frequency of the light exceeds a certain threshold,
regardless of how bright it is.

This is illustrated in Figure where the red light does not cause any electrons to be emitted,
but the green and blue lights do, since they have higher frequency. Furthermore, since the
blue light has higher frequency than the green light, the kinetic energy of the emitted electrons
is larger.

To explain this, we must again use quantum physics. Einstein proposed to use the same model
that Planck suggested to solve the ultraviolet catastrophe, where light is made of discrete
photons. Each photon has energy proportional to the frequency of the light, and brighter light
of the same frequency simply has more photons, each photon still with the same amount of
energy. This model fits the predictions perfectly.

So in Figure making the red light brighter will increase the number of photons, but no
matter how bright it is, the individual photons it’s made of still do not have enough energy to
dislodge an electron on their own. On the other hand, each individual photon of the green
and blue lights has, on its own, enough energy to dislodge a photon, and even if the light is
very dim, the electrons will still be emitted.

2.1.3 The Double-Slit Experiment

The previous two experiments may have convinced you that light is not a wave, but a particle.
But is that really the case? The double-slit experiment shows that things are actually more
complicated. In this experiment, a light beam hits a plate with two parallel slits. Most of the
light is blocked by the plate, but some of it passes through the slits and hits a screen, creating
a pattern of bright and dark bands.
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Figure 2.3: Light waves in the double-slit experiment. Source: Wikipedia.
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Figure 2.4: Constructive (left) and destructive (right) interference of two light
waves. Source: Wikipedia.

This can be most naturally explained by assuming that light is not a particle, but a wave.
Each of the slits becomes the origin of a new wave, as illustrated in Figure Each of the



Figure 2.5: An interference pattern created by electrons in the double-slit experi-
ment. Each image (from top to bottom) corresponds to a later point in time, after
more electrons have accumulated. Source: Wikipedia.



two waves has crests and troughs. When a crest of one wave is at the same place as a crest
of the other wave, they add up to create a crest with double the magnitude. This is called
constructive interference. On the other hand, if a crest of one wave is at the same place as a
trough of the other wave, they cancel each other. This is called destructive interference. See
Figure[2.4{for an illustration. The pattern on the screen, as seen in Figure is a consequence
of this interference.

So the double-slit experiment seems to prove that light is a wave, in contradiction with
black-body radiation and the photoelectric effect, which seem to prove that light is a particle.
It turns out that, in fact, both are correct; the quantum nature of light has the consequence
that it sometimes behaves like a classical wave, and other times like a classical particle. This is
called wave-particle duality. Contrary to common misconception, this doesn’t mean that light
is “both a wave and a particle”; it simply demonstrates that the classical concepts of “wave”
and “particle” are not the proper way to describe reality.

7

Okay, so light exhibits wave-particle duality. Maybe this makes sense. But matter, which is
a tangible thing you can touch, is definitely made of particles, right? To check that, we can
replace the beam of light with a beam of electrons. Since we think electrons are particles, not
waves, we expect to find on the screen not an interference pattern, but just individual dots
corresponding to the individual electron particles. And this is indeed what happens, except...
If we run the experiment for some time, and let the electrons build up, then after a while we
see that an interference pattern emerges nonetheless! This is shown in Figure

What does this mean? It means that, in quantum physics, both light and matter exhibit
wave-particle duality. In classical physics, the measurement of the position of the electron
on the screen is deterministic; if we know the initial position and velocity of the electron,
then we can predict exactly where the electron lands. In quantum physics, we instead have a
probability distribution, which gives us the probability for the electron to be measured at each
particular point on the screen. This probability distribution turns out to propagate in space
like a wave, and interfere with itself constructively and destructively on the way as a wave
does, which is what causes the interference pattern on the screen — it is actually a pattern of
probabilities! In the end, the probability will be enlarged on some points of the screen and
reduced on other points.

To clarify how the measurement of the positions of the electrons on the screen yields a
probability distribution, consider instead a 6-sided die. If you roll the die just once or twice,
you won't have much information about the probabilities to roll each number on the die. This
is analogous to sending just a couple of electrons through the slits. What you need to do is to
roll the die a large number of times, let’s say 6,000 times. Then you count how many times
the die rolled on each number. For example, if it rolled around 1,000 times on each number,
then you know the die is fair; but if it rolled around 2,000 times on 6 and around 800 times
on every other number, then you know the die is loaded. Similarly, we need to send a large
number of electrons through the slits in order to determine the probability distribution for
their positions on the screen. It turns out that the position of the electron is “loaded”!

As an aside, in 21st century terms, the precise answer to the question “is light a wave or a
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particle?” turns out to be that both of them are different aspects of the same fundamental
entity called the quantum electromagnetic field. This field propagates from place to place like
a wave, but on the other hand, if you put enough energy into it, you can cause a quantum
excitation in the field. It is this excitation that behaves like a particle.

Moreover, it turns out that all elementary particles are quantum fields, and thus all of them
exhibit these two aspects. This is called quantum field theory. It neatly unites quantum me-
chanics with special relativity, and explains elementary particle physics in amazing accuracy
— it is actually the most accurate theory in all of science! In this course we will focus on
non-relativistic quantum mechanics, which is to quantum field theory as Newtonian physics
is to special relativity. Quantum field theory is much more complicated, and is usually only
taught at the graduate-school level.

2.14 The Stern-Gerlach Experiment

Figure 2.6: The Stern-Gerlach experiment. Source: Wikipedia.

In the Stern-Gerlach experiment, electrically neutral particles, such as silver atoms, are sent
through an inhomogeneous magnetic field and into a screen. For reasons we won’t go into
(since they require some knowledge of electrodynamics), the magnetic field will deflect the
particle up or down by an amount proportional to its angular momentum. According to
classical physics, this angular momentum can have any value, and so we would expect to see
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the particles hit every possible point along a continuous line on the screen. This is item (4) in
Figure[2.6]

However, what actually happens when we perform the experiment is that the particles are
deflected either up or down by the exact same amount each time, and hit only two specific
discrete points on the screen. This is item (5) in Figure To explain this, we must again
use quantum physics. Quantum particles are not seen as classically spinning objects; instead
they are said to have an intrinsic form of angular momentum called spin. For particles like
electrons or silver atoms, a measurement of spin can only yield one of two options: “spin up”
or “spin down”.

The previous experiments we discussed showed us that something that is classically con-
tinuous — light, or more generally, electromagnetic radiation — is quantized in the quantum
theory into discrete packets or quanta of energy called photons. Similarly, the Stern-Gerlach
experiment tells us that another classically continuous thing, angular momentum, is also
quantized in the quantum theory — into discrete spin. This seems to be a general property of
most, but not all, quantum systems: something that in classical physics was continuous turns
out to actually be discrete in quantum physics.

Finally, let me just mention that one can use spin to create qubits, or “quantum bits”, where
“spin up” represents a value of 0 and “spin down” represents a value of 1. Because spin
is a quantum quantity, it satisfies all of the weird properties of quantum mechanics that
we will discuss later. By taking advantage of these quantum properties, we can potentially
do calculations faster with a quantum computer that uses qubits compared to a classical
computer that uses classical bits.

2.2 Quantum vs. Classical Mechanics

Let us now summarize, in a non-technical way, the most important features of quantum
mechanics and how they differ from their classical-mechanical counterparts.

1. Quantum mechanics is, as far as we know, the exact and fundamental theory of reality.
Classical mechanics turns out to be just an approximation to this theory. This means
that, in general, all modern theories of physics must be quantum theories if they intend
to be fundamental. One important exception to that rule is general relativity, which we
do not yet know how to describe as a quantum theory; if we did, we would call that
theory quantum gravity. However, this is usually not a problem, since general relativity
is mostly needed only when describing huge things like planets, stars, galaxies, and so
on, in which case we do not need quantum mechanics since we are within the realm of
validity of the classical approximation. In fact, this leads us to the next property:

2. Quantum mechanics is the theory of the smallest things. This includes elementary
particles, atoms, and molecules. Since all big things are made of small things, quantum
mechanics also describes humans, planets, galaxies, and the whole universe. However,
this is exactly where the classical limit comes in; when many small quantum systems
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Figure 2.7: The uncertainty principle.

make up one big system, classical mechanics generally turns out to be a good enough
description for all practical purposes. This is similar to how relativity is always the
correct way to describe physics, but at low velocities, much smaller than the speed of
light, Newtonian physics is a good enough approximation.

. Quantum mechanics usually involves discrete things. This is in contrast with classical
mechanics, which usually involves continuous things. In fact, continuous classical
things generally turn out to be made of discrete quantum things. We saw an example of
this when we discussed how light — a continuous electromagnetic field — is actually made
of discrete photons. Similarly, we saw that angular momentum, which is continuous in
the classical theory, is replaced by discrete spin in the quantum theory.

. Quantum mechanics is a probabilistic theory. Classical mechanics, on the other hand,
is a deterministic theory. For example, in classical mechanics, given a particle’s exact
position and momentum at any one time, we can (in principle) predict its position
and momentum at any other time — with absolute certainty. However, in quantum
mechanics, the most we can ever hope to know is the probability distribution to find the
particle at a certain position or with a certain momentum. This is illustrated in Figure

27

. Quantum mechanics allows for superposition of states. In classical mechanics, the
state of a particle is simply given by the exact values of its position and momentum.
In contrast, in quantum mechanics the particle can — in fact, usually must — be in
a superposition of possible positions and momenta. Each one of the possibilities in
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the superposition has a probability assigned to it, and this is where the probability
distribution in Figure[2.7]comes from.

6. Quantum mechanics features uncertainty in measurements. This is called the uncer-
tainty principle. In classical mechanics, at least theoretically, we can precisely know both
the position and momentum of the particle. However, in quantum mechanics, the more
we know about the position, the less we know about the momentum — and vice versa.
If the position probability distribution is narrow and concentrated at a certain region,
meaning that there is low uncertainty in the position, then one can prove that the mo-
mentum probability distribution must be wide, meaning that there is high uncertainty
in the momentum. The opposite is also true. This is again illustrated in Figure

7. Quantum mechanics has a stronger type of correlation called entanglement. Classical
mechanics also allows for correlation. For example, let’s say I have two sealed envelopes
with notes inside them, one with the number 0 and the other with the number 1. I give
one to Alice and one to Bob. If Alice opens her envelope and sees the number 0, she
can be sure that Bob has the envelope with the number 1, and vice versa. The results
are clearly correlated. However, if we replace the notes with qubits — quantum bits
which are in a superposition of 0 and 1 — then the envelopes are now correlated more
strongly via quantum entanglement. We will discuss later in exactly what way quantum
entanglement is stronger than classical correlation, but right now we will note that this
fact is what gives quantum computers their power.

3 Mathematical Background

Quantum theory is the theoretical framework believed to describe all aspects of our universe
at the most fundamental level. Mathematically, as we will see, it is relatively simple, although
much more abstract than classical physics. However, conceptually, it is very hard to under-
stand using the classical intuition we have from our daily lives. In these lectures we will learn
to develop quantum intuition.

In this chapter we shall learn some basic mathematical concepts, focusing on complex num-
bers, linear algebra, and probability theory, which will be used extensively throughout the
course. Even if the student is already familiar with these concepts, it is still a good idea to
go over this chapter, since the unique notation commonly used in quantum mechanics is
different than the notation used elsewhere in mathematics and physics.

3.1 Complex Numbers

Complex numbers are at the very core of the mathematical formulation of quantum theory.
In this section we will give a review of complex numbers and present some definitions and
results that will be used throughout the course.

14



3.1.1 Motivation

In real life, we only encounter real numbers. These numbers form a field, that is, a set of
elements with well-defined operations of addition, subtraction, multiplication, and division.
This field is denoted IR. Geometrically, we can imagine R as a 1-dimensional line, stretching
from —oo to +o0.

Unfortunately, it turns out that the field of real numbers has a serious flaw. One can write
down completely reasonable-looking quadratic equations, with only real coefficient, which
nonetheless have no solutions in R. Consider the most general quadratic equation:

ax’> +bx+c=0, a,b,ceR. (3.1)

One can easily prove (by completing the square) that there are two potential solutions, given

by

—b £ Vb* —4ac
2a '
Here, one solution corresponds to the choice + and the other one to —. However, the square

root v/b? — 4ac poses a problem, because the square of a real number is always non—negativ

(3.2)

X+ =

x* >0, Vx € R. (3.3)

The number (and existence) of real solutions is thus determined by the sign of the expression
inside the square root, called the discriminant A = b? — 4ac:

b+ VA

A>0: tworeal roots x4 = o

A=0: onerealrootx = ——, (3.4)
2a

A < 0: noreal roots.

It would be very convenient (not to mention more elegant) to have a field of numbers that is
algebraically closed, meaning that every non-constant polynomial (and in particular, a quadratic
polynomial) with coefficients in the field has a root in the field.

Since the problem stems from the fact that no real number can square to a negative number,
let us simply extend our field with just one number, the imaginary unit, denotedﬁ i, whose sole
purpose is to square to a negative number. The most natural choice is for i to square to —1:

iZ=—1. (3.5)

2Here, V means “for all”.

3We use non-italic font exclusively for i in order to distinct it from i, which will be used for labels and variables.
Of course, it is usually a wise idea not to have both i and i in the same equation in the first place, but sometimes
that is unavoidable.
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The new field created by extending R with i is the field of complex numbers, denoted C. A
general complex number is written

z=ua+1ib, z €C, a,b,eR, (3.6)

where a is called the real part and b is called the imaginary part, both real numbers.

Now, in the quadratic equation, having /A with a negative A is no longer a problem, since
the number i1/ —A squares to A:

(r¢i3>?:ﬁ(—A):(—U(—Ay:A. (3.7)

Therefore, we conclude that every quadratic equation has a solution in the field of complex
numberd’t

—-b+
A>0: tworealrootsxy = M,
2a
A=0: lrootx = ——, 3.8
one real root x o (3.8)
b VvV =A
A <0: twocomplexroots x+ = — o +i T

As a matter of fact, this is a special case of the fundamental theorem of algebra: any polynomial
of degree n with complex coefﬁcientsﬂ has at least one, and at most 77, unique complex rootsﬂ
The quadratic equation corresponds to the case n = 2.

Exercise 3.1.
A. Solve the quadratic equation
x% —6x +25=0. (3.9)

B. Find the quadratic equation whose solutions are z = 7 & 21.

Problem 3.2. Above we saw that the equation ax? 4+ bx+c = 0witha,b,c € R can either
have two real solutions, one real solution, or two complex solutions that are conjugates of
each other.

A. Imaginary numbersﬂ are numbers of the form ib for b € R. What kind of equation has two
imaginary solutions that are complex conjugates of each other?

B. What kind of equation has two imaginary solutions that are in general not complex
conjugates of each other?

“Note that real numbers are a special case of complex numbers, so the two real roots are also two complex
roots.

5Again, real numbers are a special case of complex numbers, so the coefficients can be all real.

0r equivalently, it has exactly 7 not necessarily unique complex roots, accounting for possible degener-
acy/multiplicity. For example, for A = 0 the quadratic equation has two degenerate roots, or one root of
multiplicity 2.

7Sometimes also called purely imaginary numbers.

16



C. What kind of equation has two arbitrary complex solutions that are in general not complex
conjugates of each other?

Note: In all of the above, don’t just find a specific equation that has this property — find a
family of equations with arbitrary parameters of certain types.

3.1.2 Operations on Complex Numbers

Complex numbers can be added and multiplied with other complex numbers. There is really
nothing special about these operations, except that it is customary to group the imaginary
parts (i.e. anything that is a multiple of i) together and turn i* into —1 in the final result:

(a+ib)+ (c+id)=(a+c)+i(b+4d), (3.10)

(a+1ib) (c+id) = (ac — bd) +1i(ad + bc) . (3.11)

Next, note that the two solutions to a quadratic equation with A < 0 are the same, up to the
sign of i. That is, if we replace i with —i in one of the solutions, we get the other solution.
Such numbers are called complex conjugates, and the process of replacing i with — i is called
complex conjugation. The complex conjugate of z is denoted z*:

z=a+ib = z*=a-—1ib. (3.12)
Of course, the conjugate of the conjugate is the original number:
(z)" =z (3.13)

This means that the complex conjugation operation is an involution, that is, its own inverse.

Complex conjugation allows us to write a general formula for the real or imaginary parts of a
complex number, denoted Re z and Im z respectively:

z+z* ImZ:z—z*
2 7 21

Rez = (3.14)

You can check that if z = a +ib then we get Rez = a4 and Im z = b, as expected.
Exercise 3.3. What are the real and imaginary parts of 4 — 7i? What is its complex conjugate?
Problem 3.4. If a number is the complex conjugate of itself, can you say anything interesting

about that number? What about if a number is minus the complex conjugate of itself?

3.1.3 The Complex Plane and Real 2-Vectors

Recall that the field of real numbers R is geometrically a line. The space IR" is an n-dimensional
space which is home to real n-vectors, that is, ordered lists of n real numbers of the form
(01,...,04). In particular, R? is geometrically a plane, with vectors of the form (x, ).
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z=a+ib=¢"?

Re

Figure 3.1: The complex plane, with a complex number z = a +ib and its
conjugate z* = a —ib. Also shown is the polar representation of both numbers

(see Section .

The complex plane C is similar to IR?, except that instead of the x and y axes we have the real
and imaginary axes respectively. The real unit 1, which squares to +1, defines the positive
direction of the real axis, while the imaginary unit i, which squares to —1, defines the positive
direction of the imaginary axis. This is illustrated in Figure

Since C is a plane, we can define vectors on it, just like on IR?. A real 2-vector (a,b) is an arrow
in R which points from the origin (0,0) to the point that is a steps in the direction of the x
axis and b steps in the direction of the y axis. A complex number z = a +1ib is similarly an
arrow in C which points from the origin 0 to the point that is a steps along the real axis and b
steps along the imaginary axis.

The complex conjugate z* = a — ib is obtained by replacing i with —i. Since i defines the
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direction of the imaginary axis, this is equivalent to flipping the imaginary axis. In other
words, z* is the reflection of z along the real axis, as shown in Figure

From the Pythagorean theorem, we know that the magnitude (or length) of the real 2-vector
(a,b) is va? + b?. The magnitude or absolute value |z| of the complex number z = a +1ib is also
v a? + b?. (Inspect Figure 3.1/ to see how the Pythagorean theorem fits in.) Furthermore, since
z* is just a reflection of z, they both have the same magnitude. A convenient way to calculate
the magnitude of either z or z* it to multiply them with each other:

2P = |z P =2"z = (a+ib) (a —ib) = a® —2b* = a®> + 17, (3.15)

SO

|z| = |z*| = Va? + b2 (3.16)

For an abstract complex number (where we don’t necessarily know the explicit values of the
real and imaginary parts) one can also write

2] = |2*| =/ (Rez)? + (Imz)2. (3.17)

We note that there is an isomorphism between complex numbers and real 2-vectors. An
isomorphism between two spaces is a mapping between the spaces that can be taken in either
direction (i.e. is invertible), and preserves the structure of each space. The isomorphism
between C and R? is given by:

a+ib<+— (a,b). (3.18)

We have already seen that the norm operation is preserved. Similarly, addition of complex
numbers
(a+ib)+ (c+id)=(a+c)+i(b+4d). (3.19)

maps into addition of 2-vectors
(a,b)+ (c,d) =(a+c,b+4d). (3.20)

Exercise 3.5. Letz =5+ 6iand w =7 + 8i.
A. Calculate z*, w*, |z|, |w|, z + w, z — w, |z + w|, |z — w|, and zw.

B. Find the 2-vectors isomorphic to z and w.

Problem 3.6. Let the vector v = (a,b) € R? be isomorphic to the complex number z =
a+ib € C. Show explicitly that the following operations on v map to equivalent operations
on z:

1. Multiplication of v by a real number A € R.
2. Reflection of v with respect to the x axis.

3. Reflection of v with respect to the y axis.
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4. Reflection of v with respect to the both axes.

Formulate the equivalent operations on z in terms of z itself, without using a, b, Re z, or Im z.

3.1.4 Polar Coordinates and Complex Phases

A vector in R? can be converted from Cartesian coordinates (x,y) to polar coordinates (r, ).
The r coordinate is the magnitude of the vector, and the ¢ coordinate is the angle that the
vector makes with respect to the x axis. The relation between the coordinate systems is given
by

X =rcos¢, y =rsing, (3.21)

r=/x2+y? ¢ = arctan % (3.22)

This simply follows from the definitions of cos ¢ and sin ¢, since the vector creates a right
triangle with the x axis (see Figure . For example, the vector (x,y) = (1, ﬁ) in Cartesian
coordinates corresponds to r = 2 and ¢ = 77/3.

x and y can be any real numbers, but r must be non-negative and ¢ must be in the range
(=7, 7t] (in radians) where ¢ = 0 corresponds to the x axis. However, there is a subtlety here:
the range of the arctan function is (—7/2, 71, 2), so ¢ needs to be further adjusted according
to the quadrant. One can instead use a more complicated definition that automatically takes
the quadrant into account:

(arctan(%) ifx >0,
arctan(%) +m ifx<Oandy >0,
o= arctan(¥) — 7 ifx <Oandy <0, (3.23)
+7 ifx=0andy >0,
-7 ifx=0andy <0,
| undefined ifx=0andy =0.

This function is sometimes called atan2 (x, y), and it is implemented in most programming
languages. Note that ¢ is undefined at the origin since a vector of length zero does not point
in any direction.

Given that complex numbers are isomorphic to real 2-vectors, we should be able to write
complex numbers in polar coordinates as well. Looking at (3.21), and replacing x and y with
a and b, we see that

z=a+ib=r(cos¢+ising). (3.24)

We can write this more compactly using Euler’s formula:

e? =cosp +ising = z=rel?. (3.25)
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This is illustrated in Figure In this context, the angle ¢ is called the complex phase. It is of
extreme importance in quantum mechanics, as we shall see.

Exercise 3.7. Write 2i —3 in polar coordinates.

Problem 3.8. Prove, using Euler’s formula, that ‘ei‘/’] = 1, that is, the magnitude of the
complex number e'? is 1. If z = re'?, what is |z|?

Problem 3.9. Prove Euler’s formula.

3.2 Linear Algebra

The most important and fundamental mathematical structure in quantum theory is the Hilbert
space, a type of complex vector space. In this section we will define Hilbert spaces and learn
about many important concept and results from linear algebra that apply to them.

3.2.1 Complex Vector Spaces

A real n-vector is an ordered list of n real numbers. Analogously, a complex n-vector is an
ordered list of n complex numbers. For example, a complex 2-vector with two complex

components Y1 and ¥ is written as:
b ¢l
Y = . 2
7) ( v ) (3.26)

The notation |¥) is unique to quantum mechanics, and it is called bra-ket notation or some-
times Dirac notation. In this notation, we write a straight line | and an angle bracket ), and
between them, a label. We will usually denote a general vector with the label ¥; this label, and
its lowercase counterpart ¢, are very commonly used in quantum mechanics. However, we
can use whatever label we want to describe our vector — including letters, numbers, symbols,
or even whole words and sentences, for example:

|A),|B),[3),|d), |Bob),|Schrodinger’s Cat Is Alive), ... (3.27)

This is a great advantage of the bra-ket notation, as it allows us to be very descriptive in the
labels we choose for our vectors — which we can’t do with the notation v or ¥ commonly used
for vectors in mathematics and physics.

A vector space V over a fieldﬂ IF is a set of vectors equipped with two operations: addition of
vectors and multiplication of vector by scalar, where a scalar is any number from the field IF.
Vector addition must satisfy the following conditions:

1. Closed — the sum of two vectors is another vector in the same space:

VE), @) eV:  [¥) 4 |D) e V. (3.28)

8The field is usually taken to be R or C. Naturally, for a complex vector space, it will be C.
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2. Commutative — the order of vectors doesn’t matter:

VIP),[@)eV: ) +]|D) = |) +|¥). (3.29)

3. Associative — if three vectors are added, it doesn’t matter which two are added first:

V), @), 10) eV (%) +|®)+[0) = [¥)+ (|9)+]0)).  (3:30)

4. Identity vector or zero vector — there is a (unique) VectOIﬂ 0 which, when added to any
vector, does not change it:

0eV: V[¥)eV: |¥)+0=[¥). (3.31)

5. Inverse vector — for every vector there exists another (unique) vector such that the two
vectors sum to the zero vector:

V¥ eV EI(—|‘I’>>EV: |‘I’>+(—|‘P)):0. (3.32)

Furthermore, multiplication by a scalar must satisfy the following conditions:
1. Closed — the product of a vector and a scalar is a vector in the same space:

VaeF, VI|¥)eV: al¥)eV. (3.33)

2. Associative — if two scalars are multiplied by a vector, it doesn’t matter whether we first
multiply the two scalars or we first multiply one of the scalars with the vector:

Va,p € F, VI¥)eV: (aB)[¥) =a (B|Y)). (3.34)

3. Distributive over addition of scalars:

Va,BeF, Y|PV eV: (at+PB)|¥) =al¥)+B¥T). (3.35)

4. Distributive over addition of vectors:

VaeF, V[¥),|®)eV: a(¥)+|®)=al¥)+a|d).  (3.36)

5. Identity scalar or unit scalar — there is a (unique) scalar 1 which, when multiplied by any

9Note that here we are using a slight abuse of notation by denoting the zero vector as the number 0, instead of
using bra-ket notation. The reason is that |0) already has a special common meaning in quantum mechanics, as
we will see later; in the context of that special meaning, |0) is not the zero vector.
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vector, does not change it:

NeF: V[T eV: 1¥)=|¥). (3.37)

We now define a 2-dimensional complex vector space, which we denote C?, as the space of
complex 2-vectors over C, with addition of vectors given by

mE(i)ecz, yq>>z<zi>ecz — \‘I’>+|d>):<$li§l>,(3-38)

and multiplication of vector by scalar given by

(Y 2 [ A
|‘P>:< )eC, AreC = A|‘P>_<A%). (3.39)

The n-dimensional complex vector space C" is defined analogously. In this course, we will
mostly focus on C? for simplicity, in particular when giving explicit examples.

Exercise 3.10. Let

r‘f>z<‘°’_*‘;>, @)

Calculate « [F) + B | D).

i—1 . .
(—101)’ x=7i-2, p=—4—8i. (3.40)

Problem 3.11. Check that the addition and multiplication as defined above indeed satisfy all
of the required conditions for a vector space. You can do this just for C?, for simplicity.

3.2.2 Dual Vectors, Inner Products, Norms, and Hilbert Spaces

A dual vector is defined by writing the vector as a row instead of a column, and replacing each
component with its complex conjugate. We denote the dual vector of |¥) as follows:

¥l = (¥ ¥ ). (3.41)

In terms of notation, there is now an opposite angle bracket ( on the left of the label, and
the straight line | is on the right. Addition and multiplication by a scalar are defined as for
vectors, simply replacing columns with rows. However, you may not add vectors and dual
vectors together — adding a row to a column is undefined!

If we are given a dual vector, we can take its dual to get a “normal” (column) vector. In this
case, the operation of taking the dual involves writing the vector as a column instead of a
row and taking the complex conjugates of the components. This means that the operation of
taking the dual is an involution — taking the dual of a vector twice gives back the same vector,
since (z*)" = z.
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Using dual vectors, we may define the inner product. This product allows us to take a vector
and a dual vector and produce a (complex) number out of them, similarly to the dot product
of real Vectorﬂ Importantly, the inner product only works for one vector and one dual
vector, not for two vectors or two dual vectors. To calculate it, we multiply the components of
both vectors one by one and add them up:

@ * *
(F|®) = ( SRR & ) ( <I>l ) — i, + YDy, (3.42)

In bra-ket notation, vectors |¥) are called “kets” and dual vectors (Y| are called “bras”. Then
the notation for (‘¥|®) is called a “bra(c)ket”.

We define the norm-squared of a vector by taking its inner product with its dual (“squaring” it):

¥
[¥]* = (¥|¥) = ( SR 2 ) ( T; ) = [¥1* + [¥2]?, (3.43)

where the magnitude-squared of a complex number z was defined in Section as |z ]2 *

Then we can define the norm as the square root of the norm-squared:

HENETEERVAT (3.44)

Observe how taking the dual of a vector generalizes taking the complex conjugate of a number,
and taking the norm of a vector generalizes taking the magnitude of a number; indeed, for
1-dimensional vectors, these operations are the same!

=Z Z.

A vector space with an inner product is called a Hilbert space, provided it is also a complete
metric spaceE| and that the inner product satisfies the same properties (which you will derive
in problems [3.13] .14} and [3.15) as the standard inner product on C". In particular, C" itself is
a Hilbert space, but there are many other Hilbert spaces, some of them much more abstract.
The usual notation for a general Hilbert space is H.

10The dot product of the real vectors v = (v1,v;) and w = (wy, w,) in R? is defined as v - w = vjw; + vpwp. In
principle, this definition does secretly involve a dual (row) vector and a (column) vector, but since we do not need
to take the complex conjugate, we don’t really need to worry about dual vectors. However, it is important to note
that in real vector spaces with curvature, such as those used in general relativity, the dot product must be replaced
with a more complicated inner product which involves the metric, and it again becomes crucial to distinguish
vectors from dual vectors — which in this context are also called contravariant and covariant vectors respectively.

A vector space is a complete metric space if whenever an infinite series of vectors [¥;) converges absolutely, that
is, the series of the norms of the vectors converges:

[oe]
Yo ¥l < oo, (3.45)
i=0

then the series of the vectors themselves converges as well, to some vector |¥) in the Hilbert space:

g ¥:) = [¥). (3.46)
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Exercise 3.12. Let

¥y = ( —77+—7Zii ) ®) = ( _2;71 ) (3.47)

Calculate (‘F|, (®|, ||'¥|, ||®P||, (¥|P), and (P|Y¥).

Problem 3.13. Prove that the norm-squared ||'¥||* is always non-negative, and it is zero if and
only if |¥) is the zero vector, that is, the vector whose components are all zero. In other words,
the inner product is positive-definite. As a corollary, explain why we must take the complex
conjugate of the components when we convert a vector to a dual vector. (What would have
happened if we didn’t?)

Problem 3.14. Prove that (®|¥) = (¥|d)*, that is, if we swap the order of vectors in the
inner product we get the complex conjugate of the original product. Thus, unlike the dot
product, the inner product on C”" is not symmetric. However, it is conjugate-symmetric, and in
particular, the magnitude of the inner product remains the same, since |z| = |z*|.

Problem 3.15. Prove thatifa, 3 € Cand |¥), |P), |®) € C" then
(Y] (a«|®) + £1©)) = a(¥[®) + p({¥|0), (3.48)

that is, the inner product is linear in its second argument.

3.2.3 Orthonormal Bases

An orthonormal basis of C" is a set of n non-zero vectors {|B1),...,|Bs)} — which we will
usually denote |B;) for short, with the implication thati € {1,...,n} —such that:

1. They span C", which means that any vector |'¥) € C" can be written uniquely as a linear
combination of the basis vectors, that is, a sum of the vectors |B;) multiplied by some
complex numbers A; € C:

) =) Ai[Bi). (3.49)
i=1

This property ensures that the basis can be used to define any single vector in the space
C", not just part of that space.

As a simple example, in R? the vector X = (1,0,0) pointing along the x axis and the
vector § = (0,1,0) pointing along the y axis span the xy plane, but not all of R?. To
get a basis for all of R3, we must add an appropriate third vector, such as the vector
2 = (0,0,1) pointing along the z axis. (But other vectors, such as (1,2, 3), would work
as well.)

2. They are linearly independent, in that if the zero vector is a linear combination of the basis
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vectors, then the coefficients in the linear combination must all be zero:

n

Z/\i |IBi)) =0 = A;=0, Vi. (3.50)

i=1
Linear independence means (as you will show in Problem that no vector in the set
can be written as a linear combination of the other vectors in the set. If we could have
done so, then that vector would have been redundant, and we would have needed to
remove it in order to obtain a basis.
As a simple example, the set composed of %, §, and (1,2,0) is linearly dependent, since
(1,2,0) = X + 2§, but the set {X, ¥, 2} is linearly independent.

3. They are all orthogonal to each other, that is, the inner product of any two different
vectors evaluates to zero:
(Bi\Bj> =0, Vi # j. (3.51)

4. They are all unit vectors, that is, they have a norm (and norm-squared) of 1:

IBi||I* = (Bi|Bi) =1, Vi, (3.52)
In fact, properties 3 and 4 may be expressed more compactly as:

0 ifi#]j,

(3.53
1 ifi=j, )

(Bi|Bj) = dij = {

where §;; is called the Kronecker delta. If this combined property is satisfied, we say that the
vectors are orthonormal?

These requirements become much simpler in n = 2 dimensions. An orthonormal basis for C?
is a set of 2 non-zero vectors |B; ), |By) such that:

1. They span C?, which means that any vector |¥) € C? can be written as a linear combi-
nation of the basis vectors:
|'¥) = A1[B1) + A2 |Ba), (3.54)

for a unique choice of A1,A; € C.

2. They are linearly independent, which means that we cannot write one in terms of a
scalar times the other, i.e.:
|B1) # A |Ba), AeC. (3.55)

3. They are orthonormal to each other, that is, the inner product between them evaluates

12 Actually, bases don’t have to be orthonormal in general, but in quantum mechanics they always are, for
reasons that will become clear later.
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to zero and both of them have unit norm:
(B1|B2) =0, (3.56)
IBi||* = (B1|B1) =1,  ||B2|* = (Ba|By) = 1. (3.57)

A very important basis, the standard basis of C2, is defined as:

\11>z<(1)>, \12)E<(1)>. (3.58)

We similarly define the standard basis of C" for any 7 in the obvious way.
Problem 3.16. Show that the standard basis vectors satisfy the properties above.

Problem 3.17. Show that linear independence means that no vector in the basis can be written
as a linear combination of the other vectors in the basis.

Problem 3.18. Any basis which is orthogonal but not orthonormal, that is, does not satisfy
property 4, can be made orthonormal by normalizing each basis vector, that is, dividing it by

its norm:
|Bi)

IBill

Show that if an orthogonal but not orthonormal basis satisfies properties 1-3, then it still

|B;) — (3.59)

satisfies them after normalizing it in this way.

Exercise 3.19. Consider the complex vector

o 1+i
¥) = ( oo ) (3.60)

Normalize |¥) and find another complex vector |®) such that the set {|¥), |P)} is a basis of
C? (i.e. satisfies all of the properties above).

Problem 3.20. Find an orthonormal basis of C> which is not the standard basis or a scalar
multiple of the standard basis. Show that it is indeed an orthonormal basis.

3.2.4 Matrices and the Adjoint

A matrix in n dimensions isan n x n arra of (complex) numbers. In n = 2 dimensions we
have

A A
A= 71 T A, A, Ay, Ay € C. (3.61)
Ay Axm

131n fact, matrices don’t have to be square, they can have a different number of rows and columns, that is, n x m
where n # m; but non-square matrices are generally not of much interest in quantum mechanics.
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A matrix can act on a vector to produce another vector. If it’s a ket (a vertical /column vector),
the result is another ket. If it’s a bra (a horizontal /row dual vector), the result is another bra.

If the matrix acts on a ket, then it must act from the left, and the element at row i of the
resulting ket is obtained by taking the inner product of row i of the matrix with the ket:

A Ap b1 AnYi+ At
AlY) = = . 3.62
) ( Ax Ap ) ( Y, ) ( A1+ Ap'Yt) ) (3.62)
If the matrix acts on a bra, then it must act from the right, and the element at column i of the
resulting bra is obtained by taking the inner product of column i of the matrix with the bra:

N—

(3.63)

Ay A
(¥| A = ( ¥y ) n Az} _ ( YiAL + YAy YiAp + ¥iAxn
A Ax

Note that the dual vector (Y| A is not the dual of the vector A |¥), as you can see by taking
the dual of (3.62). However, we can define the adjoint of a matrix by transposing rows into
columns and then taking the complex conjugate of all the components:

Al A3
At=| " 2t (3.64)
Alz A22

where the notation t for the adjoint is called dagger. Then the vector dual to A |¥) is (Y| At,
as you will check in Problem Actually, taking the adjoint of a matrix is exactly the same
operation as taking the dual of a vector! The only difference is that for a matrix we have n
columns to transpose into rows, while for a vector we only have one. Therefore, we have

) =¥, (¥ =¥, (3.65)
and we get the following nice relation:
(AlY)' = (Y| A" (3.66)

The identity matrix, which we will write simply as 1, is:

10
1:(01>. (3.67)

Acting with it on any vector or dual vector does not change it: 1 [¥) = |¥).

Problem 3.21. To rotate (real) vectors in IR? by an angle 8, we take their product with the (real)

rotation matrix:
cosf —sinf
R (0) = . 3.68
(0) ( sinf cos® ) ( )

28



A. Calculate the matrix R (71/3).

B. Write down the vector resulting from rotating (—5,9) by 71/3 radians, in both Cartesian
and polar coordinates.

C. Repeat (B) for rotating a general 2-vector (x,y) by a general angle 6.

D. Find the mapping between rotations of 2-vectors in IR? and rotations of complex numbers
in C, and explain what is the analogue of the rotation matrix in terms of complex numbers.

Problem 3.22. Show that the vector dual to A |¥) is indeed (¥ | A™.

Exercise 3.23. Let

(1451 2 .
A:<3_7i 4+81>, (¥l=(i-2 i-3). (3.69)

Calculate A |¥) and (¥| AT separately, and then check that they are the dual of each other.

Problem 3.24. Show that (A") " — A. This means that the adjoint operation is an involution,
exactly like complex conjugation and taking the dual of a vector. In fact, all three are the
exact same operation. By choosing an appropriate matrix, explain how taking the complex
conjugate of a number is a special case of taking the adjoint of a matrix.

Problem 3.25. Show that the action of a matrix on a vector is linear, that is,

A[Y)+B|D)) =aA|Y) + BA|D). (3.70)

3.2.5 The Outer Product

We have seen that vectors and dual vectors may be combined to generate a complex number
using the inner product. We can similarly combine a vector and a dual vector to generate a
matrix, using the outer product. Given

=¥ ¥), \q>>z<§l>, (3.71)

we define the outer product as the matrix whose component at row 7, column j is given by
multiplying the component at row i of |®) with the component at column j of (¥|:

P, Yrd, Yid,
D) (Y| = Y ¥ ) = 1 2 . 3.72

Note how when taking an inner product the straight lines | face each other: (¥|®), while
when taking an outer product the angle brackets ) ( face each other. This shows some of the
elegance of the Dirac notation! A bra-ket is an inner product, while a ket-bra is an outer
product.

We can assign a rank to scalars, vectors, and matrices:
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* Scalars have rank 0 since they have n° = 1 component,

1

* Vectors have rank 1 since they have n* = n components,

2

* Matrices have rank 2 since they have n*~ components.

Then the inner product reduces the rank of the vectors from 1 to 0, while the outer product
increases the rank from 1 to 2.

Exercise 3.26. Calculate the outer product [¥)(P| for
1 3—i
Y) = , D) = . 3.73
Remember that when writing the dual vector, the components are complex conjugated!

3.2.6 The Completeness Relation

Let us write the vector |¥) as a linear combination of basis vectors:
n
[¥) =) AilBi). (3.74)
i=1

Taking the inner product of the above equation with (B;| and using the fact that the basis
vectors are orthonormal,

0 ifi],
(Bi|Bj) = 0 :{ o ] (3.75)
1 ifi=j,
we get:
n n
(Bi['¥) = ) Ai(Bj|Bi) = ) Aidij = A;, (3.76)
i—1 i=1

since all of the terms in the sum vanish except the one with i = j. Therefore, the coefficients
Ajin (3.74) are given, for any vector |¥) and for any basis |B;), by

A = (Bi|'¥). (3.77)

Now, since A; is a scalar, and multiplication by a scalar is commutative (unlike the inner and
outer products!), we can move it to the right in (3.74):

[¥) =) |Bi) A (3.78)

We haven’t actually done anything here; where to write the scalar, on the left or right of the
vector, is completely arbitrary — it’s just conventional to write it on the left. Then, replacing A;
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with (B;|'¥) as per (3.77), we get

n

I¥) =) |Bi)(Bi[¥). (3.79)
i=1

To make this even more suggestive, let us add parentheses:

|¥) = (i IBi><Bi!> ). (3.80)
i=1

Note that what we did here is go from a vector |B;) times a complex number (B;|¥) to a
matrix |B;) (B;| times a vector |¥), for each i. The fact that these two different products are
actually equal to one another (as you will prove in Problem is not at all trivial, but it
is one of the main reasons we like to use bra-ket notation! The notation now suggests (see

Problem [3.29) that
Y IBi)(Bi| =1, (3.81)

where |B;) (B;] is the outer product defined above, and the 1 on the right-hand side is the
identity matrix. This extremely useful result is called the completeness relation.
In C?, we simply have

|B1)(B1| + |B2)(Ba| = 1. (3.82)

Exercise 3.27. Given the basis

1 (1 1 (1
‘Bl>:ﬁ<l), \Bz)=ﬁ<_l), (3.83)

first show that it is indeed an orthonormal basis, and then show that it satisfies the complete-
ness relation given by (3.82).

Problem 3.28. A. Provide a rigorous proof that, for any three vectors |A), |B) ,|C) € C" and
for any dimension 7, the following equality is satisfied:

[A)(BIC) = (A)(B) C)- (3.8

In other words, the product ket-bra-ket is associative. On the left-hand side we have a vector
|A) time a scalar (B|C) (which is the result of an inner product), while on the right-hand side
we have a matrix |A) (B| (which is the result of an outer product) times a vector |C), but the
two sides are nonetheless equal.

B. Use the associative property to prove that

¥) = i |Bi) (Bil ¥) = (i \Bi><Bi\> ¥)- (3.85)

i=1 i=1
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Problem 3.29. Importantly, we didn’t “divide (3.80) by |¥)” to get (3.81)! You can’t do that
with matrices and vectors. Instead, (3.81) follows from the fact that any matrix A which
satisfies |¥) = A |Y) for every vector |'¥) must necessarily be the identity matrix. Prove this.

3.2.7 Representing Vectors in Different Bases
Let us consider a complex n-vector defined as follows:

Y
w=| : |, wec (3.86)
Y

Given an orthonormal basis |B;), we have seen that we can write [¥) as a linear combination
of the basis vectors:

[¥) =) AilB). (3.87)
i1

The coefficients A; € C depend on |¥) and on the basis vectors, as we showed in (3.77):

M= (BIY) = %)= Y |B)(BIY) )
i=1

With these coefficients, we can represent the vector |¥) in the basis | B;). This representation will

be a vector of the same dimension 7, with the components being the coefficients A; = (B;|'Y),
and will be denoted as follows:

(B1]Y) A
¥) | = : =1 : |. (3.89)
B (Bu|¥) An

We say that A; are the coordinates of |¥) with respect to the basis |B;).

The correct way to understand the meaning of a vector is as an abstract entity, like an arrow
in space, which does not depend on any particular basis — it is just there. However, if we want
to do concrete calculations with a vector, we must somehow represent it numerically. This is
done by choosing a basis and writing down the coordinates of the vector in that basis.

Therefore, whenever we define a vector using its components — as we have been doing
throughout this chapter — there is always a specific basis in which the vector is represented,
with the components being the coordinates in this basis. If no particular basis is explicitly
specified, it is implied that it is the standard basis. But no representation is better than
the other; we usually choose whatever basis is most convenient to work with. In quantum
mechanics, we often choose a basis defined by some physical observable, as we will see below.
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Exercise 3.30. Let a vector |¥) be represented in the standard basis as

%) = ( 171__921 ) . (3.90)

Find its representation |¥) ‘B in terms of the orthonormal basis

1 1 1 1
‘B1>:\/§<1>r \Bz>:\@<_1)~ (3.91)

Problem 3.31. Prove that the inner product (and thus also the norm) is independent of the
choice of basis. That is, for any two vectors [¥) and |®) and any two bases |B;) and |C;),

(Y|®)| = (¥|®) (3.92)
B C
3.2.8 Change of Basis
Let the representation of a vector |¥) in the basis |B;) be
(B1lY) ;
1Y) | = : =) [B:)(Bi[¥). (3.93)
BBy ST
Given a different basis |C;), we have a different representation
@\,
¥)| = : =2 1CH{Ci[Y). (3.94)
¢ \am /T

To find a relation between the two representations, we use the completeness relation, (3.81):

Y |Bj)(Bj| = 1. (3.95)
=1

Inserting it in the middle of the inner product representing the coordinates (C;|¥), we get
that for all i

n

() = (i ( \Bj><Bfr) %) = Y (B (B)1¥). (396

j j=1
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Again, the Dirac notation proves to be pretty convenient! This relation can be expressed in

matrix form as follows:

(%) (CiBY) - (G \ [ (Bil¥)
(C[¥) (CulBr) - (CulB) )\ (Bu¥)
or in other words,
|¥) | =Pcepl|Y) |,
C B

where the change-of-basis matrix from |B;) to |C;), denoted Pc. g, is defined as

(Ci[B1) -+ (Ci|Bu)
Pecp =
<Cn‘Bl> <Cn‘Bn>

Exercise 3.32. Consider the two bases

1 1 1 1
w-gs(1) m-g(h)

1 1 1 —1
|C1>:ﬁ<i)’ \C2>=ﬁ<_1>.

A. The vector |¥) is represented in the standard basis as

m:(z_ji)'

Find its representations in the bases |B;) and |C;).

(3.97)

(3.98)

(3.99)

(3.100)

(3.101)

(3.102)

B. Find the change-of-basis matrix Pc. p. Calculate Pc. p |¥) |B and verify that the result is

equal to the expression you obtained in (A) for |¥) ]C.

3.2.9 Multiplication and Inverse of Matrices

The matrix product of two matrices is another matrix. The element of that matrix at row i,
column j is calculated by taking the inner product of row i of the left matrix with column j of

the right matrix:

Ay Ap By1 Bx»

AB — A A Bii B |\ _ [ AuBu+AnpBn  AunBi+ ApBx
A2 Bi1 + AxnBy A Bip + AxnBx
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Observe that the action of a matrix on a vector, and the inner and outer products of vectors,
are all just special cases of matrix multiplication — where a ket is a matrix with only one
column, and a bra is a matrix with only one row!

Given a matrix A, if there exists another matrix A~! such that
ATTA=AATT =1, (3.104)

then the matrix A is called invertible and A~! is called its inverse matrix. Note that (Afl) 1o
A, so the operation of taking the inverse is an involution. Sometimes matrices do not have an
inverse; such matrices are called singular.

Exercise 3.33. Calculate the products AB and BA where:

-1 3 9-8i 7
A= = . .
( —6i 2i-1 )' B ( 41 —21i ) (3.105)

Problem 3.34. Find a general formula for the inverse of a 2 X 2 matrix by taking

_[a b a_ (e f
a(28). (1), o100

and solving fore, f, g, h in terms of a,b, c, d.
Exercise 3.35. Find the inverse of the matrix

AE( 1, 2““). (3.107)
—1 -2

You can use the formula you found in Problem [3.34]

Problem 3.36. Show that (AB)" = BtAtand (AB) ' = B-1A~! for any two matrices A and
B.

Problem 3.37. Matrix multiplication is not commutative in general. That is, for two arbitrary
matrices A and B, it is not in general true that AB = BA. Find an example of two matrices
which commute, and an example of two matrices which do not commute. In each case, show
that they indeed commute or don’t commute.

Problem 3.38. Show that multiplying by a scalar A € C is the same as multiplying by a matrix
with all of its elements equal to zero except for the elements on the diagonal, which are all

equal to A:
A0
AA = A. .
( 0 A ) (3.108)

This is also known as a scalar matrix.

Problem 3.39. Given two bases |B;) and |C;), show that the change-of-basis matrix Pp, ¢ is
the inverse of the change-of-basis matrix in the other direction, Pc, 3.
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3.2.10 Matrices Inside Inner Products

Since A |®) is itself a vector, we may calculate the inner product of that vector with the dual
vector (¥|, which as usual gives us a complex number:

An A D
Y AP = ¥ Y3
(¥lae) = ((¥; 2)<A21 A)(q,)
= TTAllq)l + T§A21q>1 + TTAHCDQ + T§A22¢2.

If we take the dual of A |®) we get (®| AT, as you proved in Problem Thus, inverting
the order of the inner product, we get

Az, A Y
cDA‘l'xF — o P 11 21
(@[a"¥) = (@ 2)(% | v
= Y1 AP + ¥oA5, D 4+ V1 ALDS + VoA, D5

This is, of course, the complex conjugate of (¥|A|®P), since inverting the order of the inner
product results in the complex conjugate. In other words, we have the relation

(¥|A|@)* = (D|AT|F). (3.109)

Taking the complex conjugate reverses the order of the inner product, and also replaces the
matrix with its adjoint.

Exercise 3.40. Calculate the inner product (¥|A|®) where

\‘F>:<5j32ii>, A:<69i 5fi4i>’ ‘@:(34;41). 6.110)

3.2.11 Eigenvalues and Eigenvectors
If the matrix A, acting on the (non-zero) vector |¥), results in a scalar multiple of [¥):
A[¥)=A|¥), Ae€C, (3.111)

then we call |¥) an eigenvector of A and A its eigenvalue. Note that |¥) cannot be the zero
vector, but A can be zero.

For example, if

1 0
A:<0 _1>, (3.112)

¥) = ( (1) ) (3.113)

then it’s easy to see that



is an eigenvector with eigenvalue +1 and
0
|P) = ( 1 ) (3.114)

AlY) =[¥), AlD)=—|d). (3.115)

(12
A:<2 1) (3.116)

has two eigenvectors. Find them and their corresponding eigenvalues.

is an eigenvector with eigenvalue —1:

Exercise 3.41. The matrix

Problem 3.42. Prove that, if [¥) is an eigenvector of a matrix A, then « |¥) is also an eigen-
vector of A for any a € C, and it has the same eigenvalue.
3.2.12 Hermitian Matrices
A matrix A is called Hermitian if it’s equal to its adjoint:
A= A" (3.117)
Thus, it is sometimes also referred to as a self-adjoint matrix. For such a matrix, we have that
(F|A|D)" = (P|A]Y). (3.118)

A Hermitian matrix is analogous to a real number, since z = z* implies that z is real.

The eigenvalues of a Hermitian matrices must all be real. To see this, let A be an eigenvalue of
the Hermitian matrix A with the eigenvector |'¥):

A|Y) = A[¥). (3.119)
Then we can take the inner product of both sides with (¥|:
(F|AT) = (FIAIY) = ACE[¥) = A[[¥), (3.120)

where were able to move A out of the inner product because it’s just a number. From (3.118),
we have:
(F|AE) = (¥|A[¥)", (3.121)

so (¥|A|¥) is real. Since ||¥||* is also real — and non-zero, since |¥) is an eigenvector, so by
definition it cannot be the zero vector — we conclude that A must be real.

Now, let |¥) and |®) be two eigenvectors of A corresponding to different eigenvalues A and
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U respectively:
AlR)=A1Y), Al®)=pul®), A#nu (3.122)

Let us take the inner product of the first equation with (®| and of the second equation with
(¥]:
(B|A[F) = (@IA[F) = A(D[¥), (3.123)

(Y|A[@) = (¥[u|P) = u(¥|P). (3.124)

From (3.118), the first equation is the complex conjugate of the second equation. Since A must
be real — as we just proved — we get

H(E[®) = (M(@[¥))" = A(E|®). (3.125)
Seeing that A # p by our assumption, this equation can only be true if
(¥|®) = 0. (3.126)

In other words, eigenvectors of a Hermitian matrix corresponding to different eigenvalues
are orthogonal. Now, since an eigenvector multiplied by a scalar is still an eigenvector, the
eigenvectors [¥) and |®) can be divided by their norms, so that they are not only orthogonal
but also orthonormal.

Moreover, one can prove that for any Hermitian matrix A in C”", there is an orthonormal
basis of C" consisting of eigenvectors of A. Such a basis is called an orthonormal eigenbasis.
The proof requires some slightly more advanced tools from linear algebra, so we won't write
it here. However, this theorem is extremely important in quantum theory. As we will see,
Hermitian matrices represent physical observables in quantum theory, and their eigenvalues
correspond to the possible values obtained by performing measurements on these observables.
The fact that there is an orthonormal basis of eigenvectors will prove very useful for studying
observables in quantum theory.

Problem 3.43. Let A and B be Hermitian matrices. Under what conditions is the product AB
Hermitian?

Exercise 3.44. Consider the matrix

A= ( 0 2i ) (3.127)
c 0

A. Find the value of ¢ for which A is a Hermitian matrix.
B. Find the eigenvalues of A with the value of c that you found in (A).
C. Find an orthonormal eigenbasis of A with the value of ¢ that you found in (A). Show that it

is indeed orthonormal.

Problem 3.45. Find the most general 2 x 2 Hermitian matrix by demanding that A = A" and
finding conditions on the components of A.
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3.2.13 Unitary Matrices

A matrix U is called unitary if its adjoint is also its inverse:
u'l=u" = uut=utu=1. (3.128)

A unitary matrix is analogous to a complex number with norm 1, since such a number satisfies
2

z¥z=zz"=z|"=1.

Acting with a unitary matrix on two vectors preserves their inner product. To see this, consider

a unitary matrix U and two vectors |¥) and |®). If we act with U on both vectors, we get
U |¥) and U |®). Taking the bra of the ket U |¥), we obtain

uenHt =y ut. (3.129)
If we take the inner product of U [¥) and U |®), we get
(Y|U'U|®) = (Y|®), (3.130)

since UTU = 1. Therefore, the inner product of these two vectors is the same before and after
acting on them with U.

Now;, let A be an eigenvalue of the unitary matrix U with the eigenvector |¥):
U¥) =A|Y). (3.131)
Taking the adjoint of both sides, we get
(¥|ut = (Y| A~ (3.132)
Multiplying both equations together, we have
(Y| UTU [¥) = (F|A*A|Y). (3.133)
On the left-hand side UTU = 1, and on the right-hand side A*A = IA]%, so
(F[¥) = AP (F1Y) = %17 = AP Y7 (3.134)

Since [¥) is an eigenvector, it is not the zero vector, and |[¥||* # 0. Hence, we conclude that
the eigenvalues of a unitary matrix must all have magnitude 1. This means that they lie on
the unit circle of the complex plane, and are of the form z = €' for some ¢ € R.

As with Hermitian matrices, eigenvectors of a unitary matrix corresponding to different
eigenvalues are orthogonal (you will prove this in Problem 3.48), and you can always find an
orthonormal eigenbasis of eigenvectors of a unitary matrix.

Problem 3.46. Find the most general 2 x 2 unitary matrix by demanding that U~! = U" or
Uut = U'U = 1 and finding conditions on the components of U.
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Problem 3.47. Find three 2 x 2 matrices that are both Hermitian and unitary (other than the
identity matrix).

Problem 3.48. Prove that eigenvectors of a unitary matrix corresponding to different eigen-
values are orthogonal.

Problem 3.49. Prove that the columns of a unitary matrix, treated as kets, form an orthonormal
basis on C". Then prove that the same is true for the rows of a unitary matrix, treated as bras.

3.2.14 Normal Matrices

A normal matrix is a matrix A which satisfies ATA = AAT. Observe that a normal matrix is
analogous to a complex number z, since such a number trivially satisfies z*z = zz*. It is easy
to see that Hermitian matrices, which satisfy At = A, and unitary matrices, which satisfy
At = A~1 are both special cases of normal matrices.

If A is normal and all of its eigenvalues are real, then it is Hermitian. If A normal and all
of its eigenvalues have unit magnitude, then it is unitary. Furthermore, it turns out that the
condition that the matrix has an orthonormal eigenbasis applies not just to Hermitian and
unitary matrices, but in general to any normal matrix; in fact, it is true if and only if the
matrix is normal.

Problem 3.50. Let A and B be normal matrices. Under which condition are both AB and
A + B also normal?

3.2.15 Representing Matrices in Different Bases

In Section [3.2.7 we saw that vectors are abstract entities which can have different representa-
tions in different bases. The same is true for matrices. Consider a matrix A and a basis |B;).
Inserting the completeness relation (3.81) twice, one time on each side of A, we get:

o () ( g

n
> ) |Bi)(Bi|A|B;)(B)]
j

I
M=

I
—
I
—

I
™=
ME

N
Il

—_
~.
Il

—_

(Ai) 5 1B:) (Bjl,

wherd
(Ay)y = (BilAIB) €C,  ije{l,...,n} (3.135)

are the coordinates of A in the basis |B;).

4Note that we could move (Aij> 5 to the left since it is a scalar.
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We have obtained a sum over outer products of the form |B;) (B;|. Recall that the outer product
of two vectors is a matrix; thus |B;)(B;| can be thought of as “basis matrices”, in analogy
with basis vectors. The representation of A in terms of a linear combination of these “basis
matrices” is called the outer product representation of A, and it is very useful in quantum theory.

We can also write this representation in matrix form as

(B1|A[B1) -+ (B1]A|By)
(A)y = : : . (3.136)
(Bu|A[B1) -+ (BulA|Bn)

In another basis |C;), the matrix A will have the representation

(G1|A[Cy) -+ (C1]A|Cy)

We=Y Y (e = = |, ew
== (CalAlCT) -+ (CulAICy)

where now the coordinates (A;;) . are given by

C
(Aj).=(ClAlC) eC,  ije{l,...,n}. (3.138)

Inserting the completeness relation (3.81) into the coordinates twice, similarly to what we did
above, we get

(CAIC) (Dmmo(ﬁwm@m>
=1
=iimwmwwwm
k=1 /=1

Problem 3.51. Show that this relation can be written in matrix form as follows:

(@IAIC) - (CIAIG)

(ClAIG) - (CulAlC)
(C1|By) --- (Ci|By) (B1|A|By) --- (B1|A|By) (B1|C1) --- (B1|Cy)
ClBY - (CalB) )\ BaABY - (BJAIBY )\ (BiC) - (BalCa)

and thus the relation between the representations of A in different bases is given by

(A)c = PceB (A)p Pec, (3.139)
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where

(C1|B1) -+ (Ci|Bn)
Peip = : : (3.140)
<Cn|Bl> <Cn’Bn>
is the change-of-basis matrix (3.99), and Pp, ¢ = P, iB. This is analogous to the relation

between vectors in different bases, |'¥) ’C: Pcop|Y¥Y) 5

Problem 3.52. Let U be a unitary matrix and let |B;) be an orthonormal basis.
A. Prove that |C;) = U |B;) is also an orthonormal basis.

B. Prove that U has the outer product representation

U= é IC;) (Bj]. (3.141)

C. Conversely, prove that if |B;) and |C;) are two arbitrary orthonormal bases, then the matrix
U defined by (3.141) is unitary.

3.2.16 Diagonalizable Matrices

A diagonal matrix is a matrix with all of its elements equal to zero except for the elements on

(D o0
D—( . D2>. (3.142)

A matrix A is called diagonalizable if there exists an invertible matrix P such that the matrix
P~!AP is diagonal. In quantum theory, we are mostly concerned with the case where P is also
a unitary matrix, such that P* AP is diagonal. It turns out that a matrix A is diagonalizable by
a unitary matrix P if and only if A is normal. This means, in particular, that both Hermitian

the diagonal, for example:

and unitary matrices are diagonalizable in such a way.

Let A be a normal matrix with an orthonormal eigenbasis | B;) with corresponding eigenvalues
)Ll'i
A|Bj) = Ai|Bi), Vi. (3.143)

Now, consider the change-of-basis matrix (3.99), this time from the eigenbasis |B;), which is
orthonormal to the standard basis |1;):

(11/B1) -+ (L1|By)
Pl g = . : (3.144)

(LlB1) - (L,|B)
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Note that each eigenvector |B;) is represented in the standard basis |1;) as follows:

(11|B;)
_ : . Vi (3.145)

|Bi) :
! (1a]B;)

Hence, the columns of Pj, p are in fact the eigenvectors |B;) themselves, as expressed in the
standard basis:

P193=(|Bl> |Bn>)- (3.146)

Let us denote P = P;,_p for short. Then
ap=a( 1By - 1B )
— < A|B)) -+ A|By) )
= < A1|B1) -+ Ay |Bn) >

How did we get this? Remember that in Section [3.2.9| we said that the element of the matrix
AP at row i, column j is calculated by taking the inner product of row i of A with column j of
P. But column j of P is just ‘Bj>. The product A |B;) is another ket, whose rows are obtained
by taking the inner product of each row of A with |B;) respectively. The last equality follows

from (3.143).

Next, we write the full matrix and decompose it into two matrices:

AML[BY) - Ax(11]By) (1L|B)) - (11|By) M0
AP = E S = E : 0o . 0
A1<1n|B1> M /\n<1n|Bn> <1n’B1> c <1n|Bn> 0 O An

(3.147)
You should calculate the product on the right-hand side (even just for n = 2 or n = 3) to
convince yourself that this decomposition is indeed correct. Now, if we define a new diagonal
matrix, with the eigenvalues on the diagonal:

M 0 0
D= o . o |, (3.148)
0 0 A,
then we can write (3.147) as
AP = PD. (3.149)
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Finally, we multiply by P! from the left to get
P~'AP =D. (3.150)

Exercise 3.53. Diagonalize the following matrix:

13
A:<3 . ) (3.151)

Problem 3.54. Prove that the change-of-basis matrix P = P;.p as defined above, with |B;)
an orthonormal eigenbasis, is unitary. This means that we can also write PYAP = D, since
P~! = P for unitary matrices.

Problem 3.55. Show that if A is a normal matrix then it has the outer product representation
n
A=Y AiBy) (B, (3.152)
i=1
where |B;) is an orthonormal eigenbasis and A; are the eigenvalues of the eigenvectors |B;).

3.2.17 The Cauchy-Schwarz Inequality
The Cauchy-Schwarz inequality states that for any two vectors |¥) and |®), we have

[(FIP)[ < [I¥] [I]]- (3.153)
To prove it, consider an orthonormal basis |B;) such tha

|B)) = ﬁ. (3.154)

15Guch a basis can always be generated using a method called the Gram-Schmidt process, which we will not
describe here.
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Then, using the completeness relation (3.81), we find:

2 2 2
[FI= @) = (Y[F) @]l

e (2 rBi><Bz-r) ) @]

i=1

= (¥l <!Bl><31! + f !Bi><Bi!) ¥) @]

i=2

— (¥ (12 ©) (@] + ) rBi><Bir) ¥) |||
]

= (Hq)luz<*lf\<l>><c1>\‘1’> + i<‘P\Bi><BiI‘F>> I8

1 2 2 2
= —— (Y|P Y |B; o

— (¥ |@) +2 02(B) ||
> |(¥]®) 2.

Taking the square root, we obtain (3.153)).
Problem 3.56. Explain each step in the proof above.
Exercise 3.57. Check this inequality explicitly for three pairs of vectors of your choice.

Problem 3.58. Find a condition that is equivalent to an equality in the Cauchy-Schwarz
inequality. That is, find an “if and only if” statement for [(¥|®)| = ||'¥] ||®| involving
properties of |¥) and |®). Prove the statement in both directions.

3.3 Probability Theory
3.3.1 Random Variables and Probability Distributions

A random variable X is a function which assigns a real value to each possible outcome of an
experiment or process. Sometimes these values will be the actual measured value in some
way: for example, the value of the random variable X for rolling a 6-sided die will simply be
the number on the die. Other times, the value of the random variable will be just a numerical
label assigned to each outcome: for example, for a coin toss we can assign 1 to heads and 0 to
tails (but we can also assign any other numbers, if we want).

These examples were of discrete random variables, but we can also have continuous random
variables, such as the position of a particle along a line, which in principle can take any real
value. For simplicity, we will focus on discrete random variables here.
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A (discrete) probability distribution assigns a probability to each value of a random variable.
We denote by P (X = x) the probability that the random variable X will have the value x. A
probability is a number between 0 and 1, which denotes how likely it is (in percentage) for the
value to occur, so 0 means this value never occurs and 1 (= 100%) means this value always
occurs.

The probabilities for all the possible values must sum to 1, because if for example they only
sum to 0.9, this means that in 10% of the cases the random variable has no value, which
doesn’t really make sense. Also, if P (X = x) = 0 then there must be at least one other possible
value that X can take, since it will never evaluate to x, and if P (X = x) = 1 then there cannot
be any other possible values that X can take, since it always evaluates to x.

For example, for the coin toss we have

P(X=0)=5 P(X=1)=; (3.155)

p(le):%, p(xzz):%, P(X:3):%, (3.156)
p(xz4):%, P(X:5):%, P(X:6):%. (3.157)

Note how the probabilities sum to 1 in each case. Of course, we could also say that maybe the
coin toss results in heads only 49.9% of the time, and tails another 49.9% of the time, and the
remaining 0.2% is the probability for the coin to balance perfectly on its edge... But usually we
ignore subtleties like this and assume we have idealized coins. Similarly, we could also have
a loaded coin which lands on heads more or less frequently than it lands on tails, but usually
we assume that the coins are fair unless stated otherwise. The same discussion applies for
dies, with any number of sides: they are, by default, assumed to be idealized and fair.

These probability distributions are uniform, since they assign the same probability to each
value of X. However, probability distributions need not be uniform. A simple example is a
loaded coin, which perhaps has

P(X=0=3 PX=1=3 (3.158)

As a more interesting example, if we toss two fair coins X; and X, and define a random
variable to be the sum of the results, X = X; + X5, then we can get any of the following 4
outcomes:

0+0=0, 0+1=1, 1+0=1, 1+1=2. (3.159)
The probability for each outcome is

1
3= (3.160)
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but the outcome 1 appears twice; thus
P(X=0)=—, P(X=1)=_ P(X=2)=-. (3.161)

Of course, the probabilities still sum to 1.

Exercise 3.59. Calculate the probability distribution for the sum of two rolls of a 6-sided die.
This is known to players of role-playing games (such as Dungeons & Dragons) as a “2d6”,
where we define ndN to be the sum of # rolls of an N-sided die.

3.3.2 Conditional Probability

Consider two random variables, X and Y. Let X have N possible values x;,i € {1,...,N}
and let Y have M possible values y;, i € {1,..., M}. Then the joint probability to get X = x;
and Y = y; at the same time, for some specific choice of i and j, is denoted

P(X=xNY=y), (3.162)

where N meand™| “and”. Furthermore, we have
M
ZP(X:xiﬁY:yj):P(X:xi), (3163)
j=1

because the total probability to get X = x; is the sum of all the different probabilities that
involve X = x; plus something else. To illustrate this, consider the following random
variables:

X = whether you pass or fail this course, (3.164)

Y = whether you did or did not do all the homework. (3.165)

There are in total 4 different combinations, and their probabilities must sum to 1. Maybe the
probabilities are as follows:

P (pass N did homework) = 40%, (3.166)

P (pass N didn’t do homework) = 20%, (3.167)

P (didn’t pass N did homework) = 10%, (3.168)

P (didn’t pass N didn’t do homework) = 30%. (3.169)

Then clearly the total probability that you pass (whether or not you did the homework) is
40% + 20% = 60%, and the total probability that you do not pass is 10% + 30% = 40%. This

is exactly what (3.163) means.

16More precisely, N means the intersection of two sets, where one is the set of events for which X = x; and the
other is the set of events for which Y = y;.
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However, what you really want to know is the probability that you pass given that you did
the homework vs. the probability that you pass given that you did not do the homework. This
is called conditional probability. The probability for outcome X given outcome Y is denoted
P (X]Y), where | is read as “given that”. It is related to P (X NY) as follows:

P(XNY)

P = 5

(3.170)

In other words, it is the probability that both X and Y happened, divided by the probability
for Y to happen. Let us calculate:

. 40% .
P (pass | did homework) = 0% +10% — 80%, (3.171)
P (pass | didn’t do homework) = _ 0% 40% (3.172)
P T 20%130% ‘

So you better do all the homework, because that doubles your chances of passing the course!

Exercise 3.60. There are six more conditional probabilities that we did not calculate here.
Calculate them. What do you learn from the results?

Exercise 3.61. A test for COVID-19 ha a 1% chance of false positive, i.e. the result is
positive but the patient isn’t actually sick, and a 1% chance of false negative, i.e. the result is
negative but the patient is actually sick. Assume that 0.1% of the population is actually sick.

A. Hill in the blanks in the following table:

Sick | Healthy | Total
Actual status 99.9% | 100%
Positive test | 0.099% 1.098%
Negative test | 0.001% | 98.901%

(3.173)

B. Given that you tested positive, what is the conditional probability that you actually have
COVID-19?

C. Given that you tested negative, what is the conditional probability that you actually don’t
have COVID-19?

D. Which result should you trust, a positive one or a negative one?

3.3.3 Expected Values

The expected value (or expectation value or mean) (X) of a random variable X is the average over
all the possible values X can take, weighted by their assigned probabilities:

i P(X =x)x;, (3.174)
i=1

(X)

I7EYT: This exercise is not based on any real data!
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where N is the total number of possible outcomes, x; is the value of outcome number 7, and
P (X = x;) is the probability to get x;. In the example of the coin toss, we have:

(X%:70+%-k:7:05 (3.175)

and for the 6-sided die roll, we have:

1 1 1 1 1 1 7
Xy==-14>-24+>- S 44 = ~.6=~-=235. 17
(X) 3 +6 +63+6 +65+66 2 35 (3.176)

Observe that the expected value in both cases is not an actual value the random variable can
take! This is often the case with discrete random variables.

We will now prove that the expected value is linear:

(aX +BY) =a(X)+B(Y), a, B €R. (3.177)
This can be broken down into two rules:

(aX) = (X), (X+Y)=(X)+()). (3.178)

The first rule is easy to prove:

(aX) =) P (aX = ax;) (ax;)

N
)4
i

1

N

ZP (X = Xl') X;.
=1

To prove the second part, let X have N possible values x; and let Y have M possible values y;,
as in the previous section. Then in calculating (X + Y) we need to sum over both N and M,
to ensure we take all possible combinations of X and Y into account. Using (3.163)), we get:

M
(X+Y)=) ) P(X=x,Y=y)) (xi+y)

i=1

— Zi: (%P(Xxi,\/]/j)> xﬁé (iP(sznYzyj)) Yi
P

M
(X=x)xi+ ), P(Y=y))y
i=1 =1

as we wanted to prove.

Exercise 3.62. Calculate the expected value for the sum of two coin tosses and for a 2d6
roll (the sum of two 6-sided dies). First, do it by defining one random variable for the sum,
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calculating the probabilities, and then using the definition of the expected value. Then, do it
by considering just one coin or one 6-sided die respectively, and use (3.177). Compare your
results.

3.3.4 Standard Deviation

The standard deviutio measures how far the outcomes are expected to be from the expected
value. To calculate the standard deviation, we take the expected value of (X — (X))?, that is,
the square of the difference between the actual value of X and its expected value (X). Then,
we take the square root of the result to obtain the standard deviation AX:

AX = <(X . <X>)2>. (3.179)
To simplify this, first we note that
(X — (X))? = X2 —2X (X) + (X)2. (3.180)

In this formula, X? is a random variable (whose values are the squares of the values of X), but
(X) is just a number, not a random variable. Since it is a number, we can treat it as a random
variable that only returns one value with 100% probability, which means that

(X)) = (X). (3.181)

So, by (3.177), we have:

Therefore, the standard deviation can be written as follows:
AX =/ (X2) — (X)2. (3.182)

This form is easier to do calculations with. For example, for the coin toss we have from before

1
(X) =3, (3.183)
and we also calculate: , . .
2 _— — . 2 —_ 2 — —
<X > =3 0 + > 1 X (3.184)

18By the way, the square of the standard deviation is called the variance, but it will not interest us in this course.

50



which gives us

1 1 1
Y N 1
AX 57153 (3.185)

This makes sense, as the two actual values of the outcomes, 0 and 1, lie exactly 1/2 away from
the expected value (X) = 1/2 in each direction. So they each “deviate” from it by 1/2.

For the die roll, we have from before
(X) == (3.186)

and we also calculate:

1 91

(x?) = U?+2?+§+42+5?+é):45, (3.187)

91 49 35
Ax_wg—z_dﬁwlz (3.188)

Exercise 3.63. Calculate the standard deviation for the sum of two coin tosses and for a 2d6

NI

which gives us

roll.

3.3.5 Normal (Gaussian) Distributions

The normal (or Gaussian) distribution is depicted in Figure Unlike the distributions we
have considered so far, it is continuous; but we won’t worry about that right now. The shape
of the distributions is a “bell curve”, centered on some mean (or expected) value y (equal to 0
in the plot) and with a standard deviation ¢. The values of u and ¢ can be any real numbers.

0

| | | |
-30 -20 -0 N g 20 30

Figure 3.2: The normal (or Gaussian) distribution.

The “68-95-99.7 rule” tells us the fraction of outcomes which lie within 1, 2 and 3 standard
deviations of the mean:
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* Roughly 68% of the outcomes lie between —1¢ and +10,
* Roughly 95% of outcomes lie between —2¢ and 420,

* Roughly 99.7% of outcomes lie between —3¢ and +3c-.

The normal distribution is the most common probability distribution you will encounter in
this course, and in physics and math in general. The reason for that is that there is a theorem,
the central limit theorem, which states that whenever we take the sum of independent random
variables, the probability distribution of the sum will gradually start to look like a normal
distribution. As we add more and more variables, the sum will get closer and closer to a
normal distribution.

This can already be seen in the case of the die rolls. For a 1d6 roll we have a uniform
distribution, as depicted in Figure For a 2d6 roll, we get a triangular distribution centered
at the mean value of 7, as depicted in Figure When solving Exercise you found that
the probability for each possible combination of die rolls is 1 - £ = 4, but as for the sum of the
rolls, the outcomes 2 and 12 appear only once (corresponding to 1+1 and 6+6 respectively),
while the outcome 7 appears six times (corresponding to 1+6, 2+5, 3+4, 4+3, 5+2, and 6+1)

and thus has a probability of 6/36 = 1/6, and so on.

For a 3d6 roll, the sum of three rolls of a 6-sided die, as depicted in Figure we see that
the probability distribution is starting to obtain the signature “bell” shape of the normal
distribution. Its mean value is 10.5, as you can calculate (3 x 3.5). We will get closer and closer
to a normal distribution as we increase the number of dice, that is, the n in nd6. In the limit
n — oo, we will precisely obtain a normal distribution, but even for small values of #, the
approximation is already close enough for most practical purposes.

16 -

L L L L L L
1 2 3 4 5 6

Figure 3.3: The distribution of results for one roll of a 6-sided die, also known as
1d6. It is a uniform distribution.
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6/36 - E—

5/36 -

4/36 - L

3/36 - —

2/36 - L

1/36 -
1 1 1 1 1 1 1 1 1 1 1

2 3 4 5 6 7 8 9 10 1 12

Figure 3.4: The distribution of results for the sum of two rolls of a 6-sided die,
also known as 2d6. It is triangular.

271216 -

25/216 -

21/216 - 1 —

15/216 - —

10/216 - T
6/216 -

3/216 - W
1216 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Figure 3.5: The distribution of results for the sum of three rolls of a 6-sided die,
also known as 3d6. It is starting to obtain the “bell” shape of a normal distribution.

Exercise 3.64. Plot the probability distributions of the sum of 7 coin tosses, from n = 1 and
up to a value of n large enough for the distribution to start looking like a normal distribution.

Problem 3.65. Write a computer program (I recommend using either Mathematica or Python)
that will generate a plot of the probability distribution for an nds roll with an arbitrary number
of rolls n and an arbitrary number of sides s (where s = 2 corresponds to a coin). It should
also plot the continuous normal distribution (with the correct mean and standard deviation)
over the discrete distribution, to check how closely they match. Generate some plots using
your program, and use them to demonstrate the central limit theorem for different values of n
and s.

Problem 3.66. A wizard can cast one of two spells on a dragon.
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¢ For Psychic Ray, the dragon makes a saving throw: it rolls a d20, and if it gets 8 or
higher, it succeeds. If the saving throw fails, the spell does 10d8 points of psychic
damage. If the saving throw succeeds, the damage is reduced by 50%.

* For Fiery Missile, the wizard rolls a d20, and if the result is 9 or higher, the attack hits. If
the attack misses, no damage will be done. If the attack hits, the spell will do 6d6+8d10
points of fire damage. However, the wizard is not sure if the dragon is resistant to fire or
not; there is a probability of 30% that it is resistant, in which case the damage is reduced
by 50%.

Which spell will do more damage on average?

4 The Foundations of Quantum Theory

Now that we have obtained the required mathematical tools, we can finally present quantum
theory! This theory provides the correct fundamental framework for virtually all of known
physics. We will see that its fundamental ingredients are Hilbert spaces with states and
operators. These universal ingredients are then used to create particular models describing
specific physical systems.

In this chapter, we will work exclusively with discrete quantum systems, which are based
on finite-dimensional Hilbert spaces. These are much simpler than continuous quantum
systems, which are based on infinite-dimensional Hilbert spaces. In particular, the math is
much simpler — just linear algebra, without any calculus. However, it turns out that finite-
dimensional Hilbert spaces are sufficient to define all of the fundamental concepts in quantum
theory, and derive almost all of the most important results.

4.1 Axiomatic Definition
4.1.1 Dimensionless and Dimensionful Constants

Consider the fine-structure constant, which represents the strength of the electromagnetic
interaction:
a ~ 0.0073. 4.1)

This constant is not specified in any particular units, such as meters or second; it is a pure
number. We call such a constant dimensionless.

In contrast, some constants in physics are dimensionful. This means that their numerical value
depends on the system of units we use. For example, the speed of light ¢ has the following
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values in different systems of units:

¢ ~ 3.0 x 10° meters/second
~ 1.1 x 107 miles/minute
~ 170 astronomical units/day
~ 3.5 x 107> parsecs / hour

~ 1light year / year.

What this means is that the numerical value of the speed of light does not have any physical
meaning whatsoeveﬂ It is merely a consequence of choosing to work with one system of
units and not the other. But units are human constructs; the universe could not care less what
units humans choose to measure things with. Therefore, none of the numbers written above
have any actual meaning.

The numerical values of dimensionless constants are the only numbers that have a physical
meaning, as they do not depend on the system of units. However, keep in mind that they
are still, unavoidably, just parameters that are defined by humans in a certain way. There’s
nothing special about the number a ~ 0.0073 itself; we could also define another parameter
B = 2a and use that in our equations instead. So don’t try to do numerology@ with the
specific value of ! What is important here is not the numerical value itself, but the fact that it
is independent of the choice of units.

For this reason, it is most natural to work in Planck units, where:

1
c=G dreq B (4.2)

Here c is the speed of light, G is the gravitational constant used in Newtonian gravity, 7 is the
(reduced) Planck constant used in quantum mechanics, 1/47eg is the Coulomb constant used in
electromagnetism, and kg is the Boltzmann constant used in statistical mechanics.

All of these are dimensionful constants, which means we don’t really care about their
numerical values — so we might as well just set them to 1. This allows us to simply remove
them from our equations. For example, instead of writing /G /c® — also known as the Planck
length — we just write 1, and this allows us to write the equation A = 71Gy+/j (j+1)/c® as
A =v+/j(j+1). Much simpler, righ

Planck units are commonly used when doing research in theoretical physics, because they
make equations simpler, more elegant, and less cluttered. However, sometimes we get
numerical results that we wish to convert to real-world units such as kilograms and meters.

19Indeed, in modern SI units the speed of light is defined to be 299,792,458 meters per second, and this definition
is used to measure the length of a meter — not the other way around.

20In’ceres’cingly, in the past some physicists tried to claim that & equals exactly 1/137, but more precise mea-
surements revealed that this is not actually the case. Still, you will often see it written as 1/137 for that historical
reason.

21This is the equation for the eigenvalues of the area operator in loop quantum gravity. We will learn about
operators in the next section.
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To do this, all we need to do is to find the combination of the constants in (4.2) that has the
desired units. For example, if we know that our pure number represents length, then we can
multiply it by the Planck length /G /c3 &~ 1.6 x 10~ meters to find its value in meters.

Since this course is taught by a theorist, we will use Planck units exclusively. This means that
unlike in a traditional quantum mechanics course, 7 will not appear in any of our equations!

Exercise 4.1. Calculate your age, height, mass, and body temperature in Planck units. For
this, you will have to find combinations of the dimensionful constants we set to 1 in (4.2) that
give you the desired units, as we did for the Planck length.

4.1.2 Hilbert Spaces, States, and Operators

Recall that in Section [3.2.2) we defined a Hilbert space as a vector space with an inner product
that is also a complete metric space with respect to that inner product. Quantum theory can
be defined axiomatically using the theory of Hilbert spaces. In this chapter we will list a total
of seven fundamental axioms, plus an eighth axiom that may or may not be fundamental.

The System Axiom: A system in quantum theory is the mathematical representation of a
physical system (such as a particle) as a Hilbert space. The type and dimension of the Hilbert
space will depend on the particular system. Note that the dimension of the Hilbert space is
unrelated to the dimension of spacetime.

In the finite-dimensional case, for example when the system involves spin, the Hilbert space
will usually be C" for some n, such as C?, which was used in most of the examples above and
will continue to be used below. In the infinite-dimensional case, for example when the system
involves position and momentum (which are, in general, continuous and not discrete) the
Hilbert space it will usually be a space of functions, which is much more complicated.

The State Axiom: A state of a quantum system is a vector with unit norm in the system'’s
Hilbert space, that is, a vector |¥) which satisfies

1] = /(¥re) = 1. (43)

States represent the different configurations the system can have. It is important to stress that
only unit vectors can represent states. If for some reason we have a vector with non-unit
norm, we must normalize it (divide it by its norm) to obtain a unit vector, which can then
represent a state.

Another important aspect of states is that they are only defined up to a complex phase. This
means that, if the vector |¥) represents a state, then all vectors of the form e'? |¥) for ¢ € R
represent the samelf_zl state as |¥). Note that adding a phase to a vector does not change the

22 Actually, the more precise definition is that a state is a ray in a Hilbert space. Rays are defined as equivalence
classes of vectors such that a vector |¥) is equivalent to A [¥) for any scalar A € C. The scalar can be separated into
a polar representation, A = r el?, as we discussed in Section The r part stretches the magnitude of the vector
by a factor of 7, and the e'? part (the phase) rotates it by ¢ radians. Any vector in the same equivalence class
represents the same state, so multiplying the vector by a scalar will not change the state it represents, whatever
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norm, since

e = \/(el? [¥)) el ) = VFle 106 %) = \J(F[¥) = [¥]. @)

The Operator Axiom: An operator on a Hilbert space is a linear transformation which takes a
vector and outputs another vector. By “linear” we mean that the operator A satisfies

A(¥) +]@) = A[¥) + A[®),  A(A[¥) = AA[P), (45)

where [¥) and |®) are vectors and A is a scalar. In the discrete case, operators are just matrices
on C". In the continuous case, where the vectors are actually functions, the operators will
be derivatives acting on the functionﬂ In quantum theory, operators transform states into
other states, and they represent an action performed on the system, such as a measurement, a
transformation, or an evolution in time.

4.1.3 Hermitian Operators and Observables

An operator corresponding to a Hermitian matrixﬁ] is a Hermitian operator. Above you have
proved some interesting properties of these operators. In particular, their eigenvalues are real,
and there is an orthonormal basis consisting of their eigenvectors (a.k.a. an eigenbasis).

The Observable Axiom: In quantum theory, Hermitian operators correspond to observables,
that is, properties of the system that can be measured. The eigenvalues of these operators,
which are real as for all Hermitian operators, exactly correspond to all the different possible
outcomes of the measurement. The mapping is one-to-one and onto (a.k.a. a bijection),
meaning that each eigenvalue corresponds to exactly one measurement outcome and vice
versa. This makes sense because we always measure real numbers; there are no measurement
devices that measure complex numbers!

Examples of observables are position, momentum, angular momentum, energy, and spin
(which is intrinsic angular momentum, as we learned in Section [2.1.4). All of these may be
represented as Hermitian operators on an appropriate Hilbert space.

4.1.4 Probability Amplitudes

Let the state of a quantum system be |¥). Once we have chosen a Hermitian operator to
represent our observable, we may obtain an orthonormal basis of states |B;) corresponding

the magnitude and phase are. However, it is conventional to choose states to be represented specifically by a unit
vector from the equivalence class, since otherwise we would have to normalize vectors to 1 all the time. This is
also the reason we only use orthonormal bases in quantum theory.

2Init interesting to note that there is often still a sense in which operators and states in a continuous Hilbert
space have the equivalent of indices and elements. You will learn about this in more advanced courses on quantum
mechanics, especially quantum field theory.

241n an infinite-dimensional Hilbert space, where we don’t necessarily have a matrix representation, a Hermitian
operator is defined using the property that it is self-adjoint.
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to the eigenvectors of that operator. In quantum mechanics, these eigenvectors are called
eigenstates.

The Probability Axiom: The inner product (B;|¥) is called the probability amplitude to measure
the eigenvalue A; corresponding to the eigenstate |B;), given the state |'¥). When we take the
magnitude-squared of a probability amplitude, we get the corresponding probability. Thus

|(B:|¥)|> (4.6)

is the probability to measure the eigenvalue A; corresponding to the eigenstate |B;), given the
state |'¥). This is also known as the Born rule.

The first four axioms that we presented here simply defined the meaning of systems, states,
operators, and observables in mathematical terms. The Probability Axiom, on the other hand,
has to do with the relations between these mathematical structures. One can thus justifiably
ask: why would this be a probability in the first place?

Unfortunately, since this is an axiom, it cannot be derived from anything more fundamental,
such as other axioms. However, at the very least, we can verify that it indeed behaves exactly
like a probability is expected to. This follows from the fact that

n

[(Bi[¥)[* = Y _(B;[¥)*(B;[¥)

n

~
—_

n

= ) _(Y|B;)(Bi[Y)

1=

- (f;\BixBi\) )

= (¥]¥)
=1,

—_

where we used the following;:

¢ Taking the complex conjugate of an inner product switches the order of the vectors,
e The completeness relation (3.81),

* All quantum states have a norm (and thus also norm-squared) of 1.

What does this mean? The number |(B;|¥) ]2 for each value of i from 1 to n corresponds to each
of the n possible outcomes of a measurement. We know that it must be non-negative, because
it is a magnitude of a complex number. Also, when taking the sum of all such numbers, we
get 1. In other words, the numbers |(B;|'¥) ? behave like probabilities: they are real numbers
between 0 and 1, which always sum to 1. Why they actually represent probabilities is a
question that has no good answer except that this is just how quantum theory works, and it
can be verified experimentally.
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One might wonder why we bothered mentioning the probability amplitudes (B;|¥), which
are complex numbers, instead of just directly calculating the probabilities | (B;|¥)|*. It turns
out that the fact that probability amplitudes are complex numbers is an essential part of what
makes quantum mechanics different from classical mechanics. In fact, you can even think of
quantum mechanics as a generalization of classical probability theory where probabilities are
allowed to be complex numbers.

We could write down a classical theory which assigns probabilities to each measurement
outcome; but since probabilities must be real non-negative numbers, when they are added the
result is always a higher probability. Therefore, classical probabilities interfere only construc-
tively. In quantum theory, on the other hand, one does not add probabilities, but probability
amplitudes; and as we will see, they can interfere with one another both constructively and
destructively, just as we discussed in Section[2.1.3]

If the probability amplitudes for two events have opposite complex phases (for example,
one is positive and one is negative) they can even cancel each other out completely — so that
neither event happens, since their total probability amplitude (and thus also probability) is
zero! This, of course, can never happen with classical probability.

Exercise 4.2. In the Hilbert space C?, consider the Hermitian operator

{01

Find its eigenstates (make sure they are normalized to 1!) and eigenvalues. Then, calculate
the probability to measure each of the eigenvalues given that the system is in the state

1 (1
k3] \/ﬁ<3>' (4.8)

Verity that the probabilities sum to 1.

4.1.5 Superposition

Consider an observable represented by a Hermitian operator with an orthonormal basis of
eigenstates |B;). As with any basis, we may write the state vector |¥) as a linear combination

of the basis eigenstates |B;):
n

'¥) =) |B:)(Bi[Y). (4.9)

i=1
Remember that each coefficient (B;|'¥) is the probability amplitude to measure the eigenvalue
corresponding to the eigenstate |B;) given that the system is in the state |'¥). So this is a
sum over the basis states |B;), corresponding to the possible measurement outcomes, with a
probability amplitude attached to each of these outcomes, which depends on the state |'¥).
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Such a linear combination of stateﬂ is called a superposition.

The concept of superposition is responsible for many of the weird properties of quantum
mechanics, as we will soon see. Importantly, superposition is not an axiom, but simply
an (almost trivial) mathematical property of vectors in Hilbert spaces. This means that
superposition follows automatically from the previous axioms; it is not something that needs
to be introduced separately.

You will often hear people (including physicists, if they are being sloppy) say that super-
position means that “the system is in multiple states at the same time”. For example, it is
frequently said about particles — which can be in a superposition of eigenstates corresponding
to different outcomes for the measurement of their position — that “the particle is in multiple
places at the same time”. However, this is a common misconception — or at the very least, an
overly literal interpretation of the math.

The fact that a state |'¥) can be written in a superposition of eigenstates |B;) doesn’t mean
that the system is actually “in” all of these different states at once. The system is, in fact, in
only one state: the state |'¥). This state can be represented in the eigenbasis |B;), and doing
this reveals the probability to measure each of the eigenvalues. However, one can always
findE] an orthonormal basis where |¥) itself is one of the basis states — and often, this can be
an eigenbasis corresponding to another observable of the system. In that basis, the system
will not be in a superposition — it will just be in the state |¥), with a probability amplitude of
(¥|Y) = 1!

So instead of saying that “the system is in all of the states |By),...,|B,) at once”, it is more
precise to say that the system is currently in the state [¥), and a measurement of the observable
with the eigenbasis |B;) could yield different outcomes, with the probability amplitude for
outcome number i given by the projectior@ of [¥) on |B;), calculated by taking the inner
product (B;|'¥). It sounds less cool and mysterious, but it is more accurate and less prone to
confusion and misinterpretation.

Of course, this description is too technical for the average person, which is why physicists
usually choose to just say, incorrectly, that “the system is in multiple states at the same
time”. But now that you actually know the math of quantum theory, you should be able to
understand the correct definition of superposition! I will let you digest all of this for now, and
in Section we will discuss an analogy, using a concrete quantum system, that should
help you understand this better.

Exercise 4.3. Consider again the Hermitian operator from Exercise

(01
ax:<1 0). (4.10)

2 More generally, a superposition is any linear combination of states. The states don’t have to be basis eigenstates
and the coefficients don’t have to be probability amplitudes — but they usually are.

26Using the Gram-Schmidt process mentioned in Footnote

2In R", the projection of v on w (or w on v) is given by the dot product v - w. Projections in C" generalize this
concept, with the inner product replacing the dot product.

60



Write down an example of a state |¥) which corresponds to a probability of 1/3 to measure
the eigenvalue 41 and a probability of 2/3 to measure the eigenvalue —1.

Exercise 4.4. A quantum system described by the Hilbert space C* has an observable corre-
sponding to a Hermitian operator A with the matrix representation

(4.11)

o
Il
o o

1
0
0

N O O

A. Find its eigenvalues and their corresponding eigenstates. Make sure the states are normal-
ized to 1.

B. Find three different states such that a measurement of the observable A will produce the
lowest eigenvalue with probability 1/7, the highest eigenvalue with probability 2/7, and
the middle eigenvalue with probability 4/7. When we say different states, we mean that the
vectors that represent them cannot be scalar multiples of each other; recall from Footnote
that such vectors are in the same equivalence class, and thus represent the same state. Make
sure the states are normalized to 1.

C. Write the state

Yy=——| -2 (4.12)
3-i

as a superposition of eigenstates of A, and calculate the probabilities to measure each eigen-
value of A given that the system is in the state |¥). Verify that the probabilities sum to
1.

4.1.6 Inner Products with Matrices, and the Expectation Value

Consider a Hermitian operator A with an orthonormal basis of n eigenstates |B;) and n
eigenvalues A;. To remind you, this means that

A |B;) = A;|B)), (B;|Bj) = dij, (4.13)

where d;j is the Kronecker delta, which we defined in (3.53):

5ij = 0 ifi#] (4.14)
1 ifi=].
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Then we have, forany i,j € {1,...,n}:

(Bi|A|B;) = (B;| (A|B;)))
= (Bi[A;[B;)
= Aj(Bi|B;)
= /\](5”
Let us also recall the completeness relation (3.81):
) 1Bi){Bi| = 1. (4.15)
i=1

Now, let |'¥) be the state of the system. Then:

) (Y218 (B ) <i|Bj><B]~|> )
i—1 =1

(¥|Bi)(Bi|A|Bj)(Bj[*Y)

(YlA[Y) =

MS/—\

I
™=

Il
—
—.
Il
—

I
M:

I
—_

A6 (¥| B} (Bj[¥F).

Il
—_

j

When taking the sum over j, the Kronecker delta §;; is always 0 except when j = i. Therefore
the sum over j always reduces to just one element, the one where j = i. We get:

™=

(YIA[F) = ) Ai(¥[B:) (Bi|¥)

Il
—_

Ai(Y|Bi) (¥ |Bi)*

I
™=

N
Il
—

Al (EIB)%,

I
.m:

_.
Il
—_

where in the second line we used the fact that switching the order of the vectors in the inner
product is equivalent to taking the complex conjugate.

Recall that |(¥|B;)|* is the probability to measure the eigenvalue A; associated with the
eigenstate |B;) given the state |'¥). Therefore, this is a sum of the possible values of the
measurement of A, weighted by their probabilities. But this exactly the expected value for the
measurement of A, as we defined in (3.174). For this reason, we sometimes simply write (A)
(the usual notation for the expected value) instead of (¥|A|¥), as long as it is clear that the
expected value is taken with respect to the state |¥). If we want to specify the state explicitly,
we can also use the notation

(A)y = (F|A[Y). (4.16)
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Note that the terms “expected value” and “expectation value” are often used interchangeably,
but the former seems to be more popular in classical probability theory while the latter is
more popular in quantum theory.

Exercise 4.5. Calculate (A)y where

1 0
A= 417
( Lo ) , u17)
for the following three states:
1 1
YY) =— , 4.18
1 1
YY) = — , 4.19

1 3
Yy = — . 4.20
) = < ; ) (4.20)
Exercise 4.6. Calculate (A)y for A and |¥) as defined in Exercise

A= -2 . (4.21)

[ )

1
0
0

N O o
s
~
Il

Then, calculate the expected value explicitly as defined in (3.174), using the probabilities you
calculated in part (C) of Exercise and verify that you get the same result.

4.1.7 Summary For Discrete Systems

To summarize, here are the axioms of quantum theory we formulated so far. Here we
formulate them specifically for discrete systems with finite-dimensional Hilbert spaces:

1. The System Axiom: Discrete physical systems are represented by complex n-dimensional
Hilbert spaces C", where n depends on the specific system.

2. The State Axiom: The states of the system are represented by unit n-vectors in the
system’s Hilbert space, up to a complex phase.

3. The Operator Axiom: The operators on the system, which act on states to produce other
states, are represented by n X n matrices in the system’s Hilbert space.

4. The Observable Axiom: Physical observables in the system are represented by Her-
mitian operators on the system’s Hilbert space. The eigenvalues of the observable
(which are always real, since it’s Hermitian) represent its possible measured values.
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The eigenstates of the observable can be used to form an orthonormal eigenbasis of the
Hilbert space.

5. The Probability Axiom: For any observable, the probability amplitude to measure the
eigenvalue corresponding to the eigenstate | B;), given that the system is in the state |'Y),
is the inner product (B;|¥). The probability is given by the magnitude squared of the
amplitude, |(B;['¥)]*.

We also discussed two important consequences of these axioms:
e Superposition: Any state [¥) can be written as a linear combination of the eigenstates
|B;) of an observable, with the probability amplitudes (B;|¥) as coefficients:
n

¥) =) |Bi)(Bil¥). (4.22)
i=1

e Expectation Value: If the system is in the state |¥), the expectation value for the
measurement of the observable A is given by (¥|A|¥).

There are some more axioms that we will add later, but first let us discuss a concrete example

of a physical quantum systems and see these axioms in action.

Problem 4.7. Are these axioms enough to actually do physics? If not, what do you think is
missing and why?

4.2 Two-State Systems, Spin 1/2, and Qubits

So far in this chapter, we discussed quantum theory in an abstract way. However, a theory of
physics is useless without a concrete mapping between the theory and reality. The simplest
non—trivia@ quantum system is described by a 2-dimensional Hilbert space, and is thus called
a two-state system. All such system can also be used as qubits, or quantum bits — where one
state (doesn’t matter which one) corresponds to 0 and the other state corresponds to 1. Let us
now describe such systems in detail.

4.2.1 The Pauli Matrices

Let us introduce the Pauli matrices:

(01 (o0 —i (1 0
U'x:<10>, Uy:(i 0), U'Z:<O_1> (423)

As the notation suggests, each matrix is associated with a spatial axis: x, y, and z. These three
matrices have the following properties (here i stands for x, y, or z):

281-dimensional Hilbert spaces are of course simpler, but they are trivial, since there is only one state the system
can be in, with probability 1.
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* They are Hermitian: ¢; = 0;. This means they can represent observables.

e They are unitary: 0/ = Ui’l. This means they can represent transformations.

- Since they are both Hermitian and unitary, they are their own inverse: 0; = 0'1-+ =

(71._1. This means that (71.2 = 1. A matrix which is its own inverse is called involutory.
¢ They have two eigenvalues: 41 and —1.

— The eigenstates of oy are:

1 (1 o1 (1
) = r>=f() |—x>=|—>=ﬁ<_1>. (424)

- The eigenstates of 0, are:

|+y)5|+i>5\2<1>, ‘_>:|_1>E\2<—li>' (4.25)

- The eigenstates of ¢ are:

H—z)z[O)E((l)), \—)E\>E<(1)>, (4.26)

where, confusingly, |0) corresponds to the eigenvalue +1 and |1) corresponds to
the eigenvalue —1 (but that is the standard convention).

¢ Since the Pauli matrices are normal, the eigenstates of each matrix form an orthonormal
eigenbasis of C2. As you can see, the eigenstates of ¢, are just the standard basis.

¢ The eigenstates of oy and o, are related to each other as follows:

+) = (!0> +11), 0) = (1)), (4.27)

=) = 7(

3\

1
0= 7

* A useful mnemonic is as follows: for each 7, the state |n) has the number # in the bottom
component (excluding the factor of 1/+/2 if it exists). So the states |&) have +1 in the
bottom component, the states |+ i) have £ i in the bottom component, and the states |0)
and |1) have 0 and 1 in the bottom component respectively.

(I +1=) == =1=). (4.28)

S ¢

Problem 4.8. Prove that 0y, 0, and ¢, are Hermitian.

Problem 4.9. Prove that 0y, 0, and 0 are unitary.
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Problem 4.10. Consider the real vector space of 2 x 2 Hermitian matrices. This is a vector
space where the vectors are Hermitian matrices and the scalars are real numbers. Don’t
get confused: in an abstract vector space, anything can be a “vector” — including numbers,
matrices, tensors of higher rank, functions, and even weirder stuff.

A. Show that the real vector space of 2 x 2 Hermitian matrices satisfies all of the conditions in
our definition of a vector space in Section

B. Show that the set {1, Ox, 0y, (Tz}, composed of the identity matrix 1 and the three Pauli
matrices, is a basis of the real vector space of 2 x 2 Hermitian matrices. (Since we haven't
defined an inner product on this space, you don’t need to show that the basis is orthonormal.)

422 Spinl/2

Recall that in Section we saw that, in the Stern-Gerlach experiment, the measurement
of angular momentum of a particle had only one of two discrete results: “spin up” (if the
particle is deflected up) or “spin down” (if the particle is deflected down).

More generally, in quantum theory, every particle has a property called spin, which is a

half-integer s:
1. 3
s € {0,2,1,2,2,...}. (4.29)

The measurement of intrinsic angular momentum of a particle of spin s, in any direction,
always returns one of the results in the set

{—=s,—s+1,...,s—1,s}. (4.30)
Note that this set always contains 2s + 1 values. Thus:

* A particle of spin 0 always has intrinsic angular momentum 0;

¢ A particle of spin 1/2 has intrinsic angular momentum —1/2 or +1/2;

* A particle of spin 1 has intrinsic angular momentum —1, 0, or +1;

¢ A particle of spin 3/2 has intrinsic angular momentum —3/2, —1/2, +1/2, or +-3/2;

e and so on.

The particles in the Stern-Gerlach experiment have spin 1/2, where “spin up” corresponds
to intrinsic angular momentum +1/2 and “spin down” corresponds to —1/2. Since these
particles have exactly two possible states, spin up and down, they can be represented as a
two-state quantum system.

The Pauli matrix o; is a Hermitian operator, and thus it should correspond to an observable.
That observable is twice the spin in the i direction, since the Pauli matrices have eigenvalues
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+1, but the spin should be £1/2. It is thus customary to define

1
0y, S:= 50 (4.31)

N =

such that S; is a Hermitian operator corresponding to spin =1/2 along the i direction. You can
check that S; have the same eigenstates as ¢;, but they correspond to the eigenvalues 1/2
instead of £1.

In Problernyou proved that the set {1, Ox, 0y, O'Z} forms a basis for the real vector space
of 2 x 2 Hermitian matrices. This means that any Hermitian operator on the Hilbert space
C? can be written as a linear combination of these 4 matrices. Since Hermitian operators
correspond to observables, this means that every possible observable in C? can be written in
terms of the Pauli matrices and the identity matrix.

In particular, given a unit vector v€R® pointing in an arbitrary direction in space (the real
space, not the Hilbert space!)

v=(xyz2), Va2 +yR+z2 =1, (4.32)

we can represent the measurement of intrinsic angular momentum along that direction as the
Hermitian operator (on the Hilbert space, C?)

) »
SVExSx+ySy+ZSZ:2<xjiy x_zly>, (4.33)

which has the spin up and spin down eigenstates

_ 1 14z . 1 1—2z
|T>:2(1+z)<x+iy>' u>:2(1—z)(—x—iy>' (4.34)

So we learn that, for a spin 1/2 particle, the measurement of intrinsic angular momentum
along any direction in space always yields one of exactly two possible results — spin up,
+1/2, or spin down, —1/2 — with the probability amplitudes calculated using the Hermitian
operator Sy.

Exercise 4.11. Show that the eigenstates |1) and || ) indeed correspond to the eigenstates of
Sx, Sy, and S, — except the state |1) (the —1/2 eigenstate of S;), which results in a division by
zero in the bottom component.

Exercise 4.12. A spin-1/2 particle is in the state

1 (1
¥) e ( 3 ) . (4.35)

A. What are the probabilities to measure spin up or down in the x direction?

B. What are the probabilities to measure spin up or down in the y direction?
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C. What are the probabilities to measure spin up or down in the z direction?

D. What are the probabilities to measure spin up or down in the direction of the unit vector
122

(353)?

E. What are the expectation values for a measurement of spin in each of the directions specified

in (A)-(D)? (Make sure you are using S; and not ¢; for this calculation!)

Problem 4.13.

A. Let us define the matrix commutator (or operator commutator):
[A, B] = AB — BA. (4.36)
Show that the spin-1/2 operators S; have the commutation relations:
[Sx,Sy] =185:, [S,,S.] =iS,, [S2,5x] =15y (4.37)

B. Show that the commutation relations can be written compactly as
3
[Si,Si] =1)_ €Sk, (4.38)
k=1

where the indices i, j, k take the values {1,2,3} corresponding to {x,y,z}, and €;i* is the
Levi-Civita symbol, defined as

+1 if (i,j,k) is an even permutation of (1,2,3),
ei* =< =1 if (i,j,k) is an odd permutation of (1,2,3), (4.39)
0 otherwise.

By even permutation or odd permutation we mean that the permutation involves exchanging
elements an even or odd number of times. For example, (1,3,2) is an odd permutation,
because we exchanged elements once: 2 <> 3. However, (3,1,2) is an even permutation,
because we exchanged elements twice: 2 <+ 3 and then 1 < 3.

C. The matrix anti-commutator (or operator anti-commutator) is defined as follows:
{A,B} = AB+ BA. (4.40)
Show that the spin-1/2 operators S; have the anti-commutation relation
{Si, S} = %% (4.41)

where §;; is the Kronecker delta (times the identity matrix 1).
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4.2.3 Qubits

A classical bit can be in one of two states: 0 or 1. A quantum bit, or qubit for short, is instead in
a superposition of two states, denoted |0) and |1):

[¥) =al0)+b[1), |a’+][b]=1, (4.42)
where a,b € C are the probability amplitudes:
a=(0]Y), b= (1Y). (4.43)

Since the system has two states, it can be represented by the Hilbert space C?, and it is
conventional to choose |0) and |1) to be the vectors in the standard basis, which in this case is
called the computational basis:

|0>E<(1)>, \1>E<(1)> (4.44)

Any two-state quantum system can serve as a qubit. In fact, even systems with more than
two states can be used, as long as two of these states can be decoupled (separated) from the
rest. Some examples include:

e Any spin 1/2 particle, such as an electron, where |0) and |1) are the eigenstates of
the spin operator along the z direction, S, so they represent spin up and spin down,
respectively, along that direction.

e The number of particles (doesn’t matter what kind of particles) in a system, where |0)
corresponds to a state with no particles (a vacuum) and |1) corresponds to a state with
exactly one particle.

e The polarization of a photon, where |0) is horizontal and |1) is vertical polarization. (In
classical electromagnetism, an electromagnetic wave is composed of oscillating electric
and magnetic fields, and the polarization is the direction of the electric field.)

Qubits are used in quantum computers as the basic units of computations, just like bits in
classical computers. Since so many different systems can be represented mathematically in
the same way, we can build quantum computers in many different ways. We will discuss
quantum computers (from the theoretical point of view) in more details later.

4.2.4 The Meaning of Superposition

In Section we discussed the concept of superposition, and we emphasized that it is
inaccurate to describe a system in a superposition of two states as being “in both states at
once”. Similarly, it is a common misconception that quantum computers are powerful because
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qubits, which are in a superposition of |0) and |1), and in some way “both 0 and 1 at the same
time” and this allows the quantum computer to “calculate all the possibilities at once”. That
would have been awesome, but unfortunately that is not how quantum computers work! We
will see how they really work later in this course.

17)=(0, 1)A

Ol#y=—5 B0

Figure 4.1: The eigenbasis {|0), |1) }, in red, and the eigenbasis {|+), |1)}, in blue.
A qubit in the state |+) is in a superposition of |0) and |1), but this does not mean
it is in the states |0) and |1) “at the same time” — it is only in one state, |1).

Now that we are familiar with a concrete quantum system, we can use it to illustrate further
the meaning of superposition. Let us consider, as a simple example, a qubit in the state |+)
(the eigenstate of spin +1/2 in the x direction):

\+>=12<ro>+11>>=é((é%(cl’)):é(i)~ 419)
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For simplicity, let us forget for a second that we are dealing with complex vectors, and imagine
that they are vectors in R?, since that is much easier to visualize; see Figure As vectors in
IR?, the state |0) = (1,0) points east and the eigenstate |1) = (0, 1) points north. This does not
mean that [+) is “pointing both north and east at the same time”. It does not, in fact, point in
either of these directions; instead, it points in a third direction, namely north-east.

In other words, if we just look at the vector represented by |+), without considering any
particular basis, it is just a vector pointing in one particular direction, and in this direction
only. The superposition only exists if we insist to represent |+) in this particular eigenbasis,
but there can be another eigenbasis, e.g. the eigenbasis composed of |+) itself along with |—),
in which |+) is not in a superposition.

What this means is that a state only appears to be in a superposition when we choose a
particular observable and represent that state as a superposition of eigenstates with respect to
that observable. But the system itself is still in the same state, regardless of which eigenbasis
we choose. The projections of the state of the system on the basis eigenstates give us the
probability amplitudes relevant to that measurement; for example, in Figurewe see that the
probability amplitudes to measure |0) or |1) are both 1/+/2. However, in the basis consisting
of |+) and |—), we instead have that the probability amplitude to measure |+) is 1 and the
probability amplitude to measure |—) is 0.

In the specific case where the qubit is the spin of a spin-1/2 particle, we know that if the qubit
is in the state |+), this means that a measurement of spin along the x axis will yield spin up
with probability 1. We can say, if we want, that the system is in a state of spin up along the x
axis, and this defines the state uniquely. We also see that, in this basis, the system is not in a
superposition; it is just one state.

However, in the basis corresponding to measurement of spin along the z axis, we may write
the state as a superposition, |+) = (|0) + [1)) /+/2. This doesn’t mean that the qubit is in both
the states |0) and |1) “at the same time”; it means that it is in a state where a measurement of
spin along the z axis will yield spin up or spin down with equal probability.

If being in the superposition (|0) + |1)) /v/2 doesn’t mean that the qubit is both |0) and |1)
at the same time, perhaps it could mean that the qubit is either |0) or |1), but we just don’t
know which one it is, and when we perform a measurement we will discover which state it
was in all along? Unfortunately, that interpretation doesn’t work either. Theories where the
system is in only one particular unknown (“hidden”) state, but we only discover which one
after we measure it, are called hidden variable theories. They are mostly thought to be incorrect,
since they violate a theorem called Bell’s theorem, which we will learn about in Section [4.3.6]

Some theories of hidden variables that are compatible with Bell’s theorem do exist, but most
physicists don’t believe they could replace quantum mechanics, because they are complicated,
contrived, and non-local; the latter means that they allow faster-than-light or instantaneous
communication[z_gl Indeed, some non-local hidden variable theories, such as de Broglie—-Bohm

29This doesn’t necessarily mean the theory allows us to send information faster than light. The components of
the system can communicate with each other faster than light, but not necessarily in a way that we can actually
control or make use of. We will discuss this in more detail in Section
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theory, require all of the particles in the universe to be able to instantaneously communicate
with each other at all times!

So in conclusion, being in a superposition of two states doesn’t mean being in both the first
state and the second state, but also doesn’t mean being in either the first state or the second
state. Instead, we must conclude that the terms “and” and “or” are classical terms that can
only be used in a classical theory; superposition is a new quantum term, which simply does
not have any classical analogue.

Compare this with our discussion of wave-particle duality in Section This duality
doesn’t mean that light is “both a wave and a particle”, and it also doesn’t mean that light is
“either a wave or a particle”. What it really means is that the classical concepts of “wave” and
“particle” are not the proper way to describe reality. Similarly, it turns out that the classical
terms “and” and “or” cannot be used to describe reality at the deepest level; for that, we need
to introduce quantum superposition.

4.3 Composite Systems and Quantum Entanglement
4.3.1 The Tensor Product

So far, we have only considered single, isolated physical systems, described by a single Hilbert
space. What if we have more than one system, such as a collection of particles? This calls for
a new axiom:

The Composite System Axiom: Given two physical quantum systems represented by two
Hilbert spaces H 4 and H g respectively, the tensor product of the two spaces, denoted

Ha® Hp, (4.46)

is another Hilbert space, representing the composite system which combines the two original
systems. The dimension of the composite Hilbert space is the product of the dimensions of

the individual spaces:
dim (Ha ® Hp) = dimH 4 - dim Hp. (4.47)

For example, the dimension of C" @ C" is mn.

Given a state |¥ 4) in H 4 and a state [¥p) in Hp, we can use the tensor product to form a new
statein H 4 ® Hp:
“YA> & "YB> € Ha® Hp. (4.48)

However, not all states in H 4 ® Hp are necessarily of this form; this fact will prove essential
soon, when we discuss entanglement. Furthermore, if |A;), i € {1, ..., m} is an orthonormal
basis of H 4 and ‘B]->,j € {1,...,n} is an orthonormal basis of Hp, then

Ay @ By, ie{l,...m}, je{l,...,n}, (4.49)

is an orthonormal basis of H 4 ® Hp. Note that there are mn basis states in total, since the
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dimension of the composite Hilbert space is mn.

The tensor product is linear. This means that for A € C, [¥Y4) € H 4, and |¥p) € Hp we have
MY 1Y) = (M%) @ (s = [¥0) @ (1 [¥8}), (450)
for [Y4),|®a) € Haand |Op) € Hp we have
(1¥a) + 124)) @ 0) = %) © @) + [0.) O}, @51)
and for |¥Y4) € Ha and |®p),|Qp) € Hp we have
¥a) @ ((108) + 108} ) = [¥4) 210) +¥4) & [Oa). @52)

In particular, notice from that scalars commute with the tensor product, so we can
move them in or out of the product as we see fit —just as, until now, we have been moving
scalars in and out of inner and outer products. Importantly, the tensor product itself is not
commutative:

|Ya)®[¥p) # [¥p) ®@[¥a)- (4.53)

The order matters, since the first state must come from the first Hilbert space, and the second
state must come from the second Hilbert space — which may be a completely different space
with completely different states. For example, in the tensor product C? @ C? the first state
must be represented by a 2-vector while the second state must be represented by a 3-vector —
so they cannot be interchanged.

Now, if O4 is an operator on H 4 and Og is an operator on Hp, then O4 ® Op is an operator
on H 4 ® Hp, which is defined such that each operator acts only on the state coming from the
same space as that operator:

<OA®OB> <|‘FA> ® \‘PB>) = <OA\‘PA>> ® <OB |‘FB>>. (4.54)

In other words, the first operator in the product O4 ® Op acts only on the first state in the
product [¥4) ® |¥p), and the second operator in the product O 4 ® Op acts only on the second
state in the product |¥Y4) ® |¥p). This has to be the case, since e.g. in the tensor product
C? ® C3 the first operator must be represented by a 2 x 2 matrix and act on 2-vectors while
the second operator must be represented by a 3 x 3 matrix and act on 3-vectors. Note that, as
for the tensor product of states, not all operators in H 4 ® Hp are necessarily of this form.

If we have two bras (¥ 4| € H 4 and (Y| € Hp, their tensor product (¥ 4| ® (¥p| is a bra in
Ha ® Hp, and the inner product of this bra with a ket of the form |®4) @ |®p) in Ha @ Hp is
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defined by taking the inner products of each bra with the ket from the same space:

(w ® <‘PB|) (\<DA>® \q>3>) (¥ 4|0 4) (| D). (4.55)

The first bra acts only on the first ket and the second bra acts only on the second ket. Once
again, the inner product must work this way, since for example in C2 ® C> we can only take
the inner product of 2-vectors with 2-vectors and 3-vectors with 3-vectors — the inner product
of a 2-vector with a 3-vector is undefined.

Similarly, if we have two operators O4, P4 € H 4 and two operators Og, P € Hp, then the
composite operator O4 ® Op € H 4 ® Hp acts on the composite operator P4 ® Pp € Ha ® Hp
in the only way that makes sense, with each operator acting on the operator from the same
space:

<OA & OB> (PA & PB> = OAPA &® OBPB. (4.56)

Finally, above we stated the Composite System Axiom for two quantum systems, but we can
use it recursively to define the composite Hilbert space of any number of systems: just take
the tensor product of all the Hilbert spaces together,

HAQHERHe® ... (4.57)

Everything we defined above still applies, with the obvious generalizations.

Problem 4.14. Let H 4 and Hp be two Hilbert spaces. Find an isomorphism between the
composite Hilbert spaces H 4 @ Hp and Hp @ Ha.

Problem 4.15. Let H 4 and H g be two Hilbert spaces, let A be an operator in H 4, and let B be
an operator in Hp.

A. Construct an operator in H 4 ® Hp which acts as A does on the states of H 4, but leaves the
states of Hp unchanged.

B. Construct an operator in H 4 ® Hp which acts as B does on the states of Hp, but leaves the
states of H 4 unchanged.

C. Show that the two operators you constructed commute by calculating their commutator as
defined in (4.36).

4.3.2 Vectors and Matrices in the Composite Hilbert Space

Consider the tensor product C" @ C". Since the dimension of this Hilbert space is mn, and
since in any finite-dimensional Hilbert space we know how to represent states as vectors and
operators as matrices of the same dimension as the Hilbert space (as discussed in Sections[3.2.7]
and respectively), we conclude that states in C"" @ C" can be represented as mn-vectors
and operators in C" ® C" can be represented as mn x mn matrices. In other words, C" @ C"
is isomorphic to C"".
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Explicitly, for two states represented by the Vectorﬂ

Tl <I)1
¥) = : eC”, |P) = : e C”, (4.58)
Yo o

we define the tensor product as follows:

D Y1P,
¥ :
‘Ijl |q>> CDH \Pchn
¥) @ |P) = : = : = ; eC™.  (4.59)
\Pm |CI)> q)l \qu>1
Y., : :
D, Y ®n
For example:
1.(3 1-3 3
1 3 4 1-4 4
= = p— 4.
<2>®<4> 2 3 2-3 6 (160
\ 4 2.4 8

Similarly, for two operators represented by the matricesErI

A 0 A Bi1 --- B
A= : : e Ccmxm B :

: . e C"™ (4.61)
Aml Amm Bnl Bnn

30Note that before we used the subscript to indicate which space the state belongs to, but now the subscript is
instead a vector index.
31Here, C"*" denotes the space of n x n complex matrices.
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we define the tensor product as followﬁ

ApnnB -+ AyuB
A®B= : :
ApB -+ AumB
Bii -+ B Bii -+ B
An e oo A : .
Bnl te Bnn Bnl te Bnn
B11 By B11 Bin
Aml Amm
Bi’ll Bnn Bn] Bi’l}’l
AnBin -+ AuBiy, - ABu o AywBu
Alanl to Alann e AlmBnl et AlmBnn
= . . .. : : c Cmnxmn‘
AmBin -+ AmBuw - AmwmBu - AmmBin
AmBun -+ AmBun -+ AmmBm -+ AmmBun

For example:

0. 30 1 30
(01) (30)_ 0 4 0 4
20 0 4/ 30 30
2. 0-
0 4 0 4
0-3 0-0 1-3 1-0
| 0004 1.0 1-4
1 23 2.0 0-3 0-0
2.0 2-4 0-0 0-4
0030
| 000 4
16000
0800

32Note that the tensor product of vectors is a special case of the tensor product of matrices, with the vectors
treated as single-column matrices.
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Exercise 4.16. For the specific |¥), |®), A, and B we used above:

w>z<§>, r®>z<j), 462
_ (01 _ (30
A:<2 0), B:<0 4), 46

(a@B) (%)@ @) (4.64)

calculate

Do so in two ways:

1. Directly in the composite Hilbert spaceP_gI C? ® C? ~ C* using the 4 x 4 matrix and
4-vector found above.

2. Separately in each of the component spaces using the two 2 x 2 matrices and the two
2-vectors (acting with the first matrix on the first vector and the second matrix on the
second vector), and then calculating the tensor product of the results.

Then compare your results and verify that they are the same.

Problem 4.17.

A. Prove that the tensor product preserves the adjoint operation on both vectors and matrices.
That is,

t
( ¥) ® yq>>) —(¥Y|® (@, (AeB)'=A'aB" (4.65)
B. Prove that the tensor product of two Hermitian operators is Hermitian, and the tensor
product of two unitary operators is unitary.

Problem 4.18. Consider the tensor product C" ® C" for arbitrary m and n. Show that the
standard basis of C" @ C" is obtained by taking the tensor products of the standard basis
states of C" and C".

Exercise 4.19. Calculate the tensor product
[+ @|-)@10), (4.66)

where |+) and |—) are the +1 and —1 eigenstates of oy respectively, and |0) is the 41 eigenstate
of 0, (see Section 4.2.1]).

Exercise 4.20.

A. Calculate the tensor product operator

A=S,®85,, (4.67)

33Here, ~ means “isomorphic to”.
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where S, and S; were defined in (4.31)).

B. Calculate the tensor product state
) =[+)® 1), (4.68)

where |+) and |1) were defined in Section [4.2.1}

C. Calculate the expectation value (A)vy.

4.3.3 Quantum Entanglement

Consider a composite system of two qubits. In the computational (standard) basis, each of the
qubits is a superposition of the two basis eigenstates |0) and |1). Let us name the first qubit A
and the second qubit B. In the composite Hilbert space H 4 ® Hp, the computational basis
has four eigenstates:

0)@10), [0)@[1), [H|0), [Ha]1), (4.69)

where in each of these, the first state is the state of qubit A and the second is the state of qubit
B. Thus |0) ® |0) corresponds to |0) for both qubits, |0) ® |1) corresponds to |0) for qubit A
and |1) for qubit B, |1) ® |0) corresponds to |1) for qubit A and |0) for qubit B, and |1) ® |1)
corresponds to |1) for both qubits.

These four eigenstates have the following representations in terms of vectors in C*:

1 0
!0>®!0>=<(1)>®<(1)>= 8 , !0>®!1>:<(1)>®<(1)>: é , (4.70)
0 0
0 0
!1>®!0>=<(1)>®<(1)>= ;) , !1>®!1>=<(1)>®<(1)>: 8 . (4.71)
0 1

So we see that they are, in fact, just the standard basis of C*.

The most general state of both qubits is described as a superposition of all possible combina-
tions:

14
[¥) = ago |0) ® [0) + o1 |0) @ [1) 4+ ago]1) @ [0) + a1 |1) @ [1) = ol (4.72)

where agg, 21, 210, 211 € C and, of course, the coefficients should be chosen such that the state
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is normalized to 1:
Jwoo|* + laor |* + [azo]* + | [* = 1. (4.73)

We would now like to ask: when do the two qubits depend on each other? More precisely,
under what conditions can qubit A be |0) or |1) independently of the state of qubit B, and
vice versa? As we will now see, this depends on the coefficients a;;.

A separable state is a state which can be written as just one tensor product instead of a sum of
tensor products, that is, a state of the form

[¥) = [¥a) ®[¥5), (4.74)

where |¥ 4) is the state of qubit A and |¥p) is the state of qubit B. If we can write the state in
this way, then we have separated the states from one another, in the sense that whatever value
|'¥ 4) has is completely independent of the value of |¥) (and vice versa). In other words, the
overall state of the composite system is just the tensor product of the independent states of
the individual systems.

A simple example of a separable state would be:
|'Y) =10) ®10). (4.75)
This just means that both qubits are, with 100% probability, in the state |0):
[Ya)=10),  [¥s) =10). (4.76)

A more interesting separable state is:

1

[¥) =5 (10)®]0) +0) ® 1) + 1) ®]0) + 1) @ 1)) (4.77)

N

To see that it is separable, we simplify it using the distributive property, and get:

1 1

V2 V2
In other words, both qubits are in a state where either 0 or 1 is possible with 50% probability,
that is:

¥) (10) + 1)) ® —= (10) +[1)) - (4.78)

1 1
V2 V2

A state which is not separable is called an entangled state. Here is an example of an entangled

[¥a) = —(10)+[1)),  [¥8) = —=(10)+[1)). (4.79)

state:

1
¥) = \ﬁ(|0>®|1>+|1>®\0>)' (4.80)

No matter how much we try, we can never write it as just one tensor product; it is always
going to be the sum of two tensor products! This means that the state of each qubit is no
longer independent of the state of the other qubit. Indeed, if qubit A is in the state |0) then
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qubit B must be in the state |1) (due to the first term), and if qubit A is in the state |1) then
qubit B must be in the state |0) (due to the second term). This is precisely what it means for
two systems to be entangled.

More generally, consider again a composite system in the state

&00

[he
[¥) = a00[0) @ [0) +a01 |0) @ [1) +a10[1) @ [0) +a11[1) ® [1) = “(1)(1] , (4.81)
Xx11

where wgg, k01, 210, 11 € C. If it is separable, then we should be able to write it in the form

[¥) = (Bol0) +B1[1)) @ (10]0) + 11 [1)), (4.82)

where Bo, B1, 70, 71 € C. Expanding the last equation, we get

[¥) = Bov00) @[0) + Bor1|0) @ [1) + B170 (1) @ [0) + B1711 (1) @ [1) . (4.83)
So we should have:
aij = Bivy,  1,j€{0,1}, (4.84)
or explicitly:
a0 = Povo,  aon=Pov1, @0 =pPiv,  an=pin. (4.85)

If this is true, then in particular

xooi11 — ®o1&10 = (Bovo) (B171) — (Bor1) (B170)

= BoB17071 — BoB1r0M1
=0.
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Now, if a;; are the components of a matriﬂ

N = Xoo  Xo1 ) (4.88)
X10 &11

then the quantity agon11 — 1410 is called the determinant of the matrix, denoted deta:
deta = agoa11 — xo1&10. (4.89)

We have proven that, if the composite state is separable (not entangled), then the matrix of
the coefficients has vanishing determinant. Below you will prove that this also works in the
opposite direction; thus, a composite state of two qubits is separable if and only if deta = 0.

Let us check this. The state in (4.75) is separable, since it has
deta =1-0—-0-0=0. (4.90)

The state in is also separable, since it has

deta == — = = 0. (4.91)

However, the state in (4.80) is entangled, since it has

1 1 1
deta =0-0— — - — = —= #0. (4.92)

V2 V22

Unfortunately, this simple rule only works for a composite system of 2 qubits. The problem of
finding whether a given state of a composite system is separable or entangled is called the
separability problem, and it is, for general states, a difficult problem to solve!

Problem 4.21. Prove that, for a composite state of two qubits given by

[¥) = @00 [0) @10) 4+ a01 |0) @ [1) +a10 1) @ [0) + 411 [1) @ [1), (4.93)

34This is actually the matrix that would be obtained if, instead of writing the composite state of two qubits as a
vector in C*, we wrote it as the outer products of the qubits, which would be a 2 x 2 matrix. Explicitly, you can
check that:

oo=(o ) oui=(g o) mo=(90) ma=(g7) s

so in this representation, we would get

K, 14
%) = w00 [0) (0] +or [0) (1] + g0 [1) (0] +acqy [1) (1] = ( oo ) . (4.87)

The reason we do not use the outer product representation for two-qubit states is that writing them as vectors in
C* allows us to act on them with operators given by 4 x 4 matrices, just as we would act on single qubit with
operators given by 2 x 2 matrices.
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the state is separable if

det ( oo o1 ) = goi11 — Ko110 = O. (4.94)
&10 &11

This is the opposite direction to what we proved above, which is that if the determinant is
zero, then the state is separable.

Problem 4.22. Find two separable states and two entangled states of three qubits, and prove
that they are separable/entangled.

4.3.4 The Bell States

Let us define the Bell states, also known aﬂ EPR states:

\5xy>— (|0 vy + (D' Mel-y), xye{ol}. (4.95)

Explicitly, the four choices for x and y give:

|Boo) = \7 (10) @ 0) + 1) @ 1)), (4.96)
|Bo1) = \7 (10) @ [1) + 1) ®0)), (4.97)
|B10) = 7 (10) @10) = [1) @ 1)), (4.98)
|Bu1) = \ﬁ (10) @ 1) = 1) ®]0)). (4.99)

It is useful to adopt a shorthand notation where we write
xy) = |x) @ 1y), (4:100)
SO
|00) = [0) ® |0), 01) = |0) ® |1), |10) = [1) ® |0), 111) = 1) ® [1). (4.101)

In this notation, the Bell states are

Sl

|Boo) (|00> +11)), (4.102)

Sl

|Bor) (|01> +1[10)), (4.103)

35EPR stands for Einstein, Podolsky, and Rosen.
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Bro) = 12 (00) — 1)), (4.104)

i) = \2 (|01) — [10)). (4.105)

The Bell states have important applications in quantum information and computation, as we
will see below.

Exercise 4.23. Write down the representations of the four Bell states as 4-vectors in C? @ C? =~
c*

Problem 4.24. Prove that the four Bell states form an orthonormal basis for the composite
Hilbert space of two qubits, by showing that they span that space, are linearly independent,
are orthogonal, and are normalized to 1.

Problem 4.25. Prove that each of the four Bell states is entangled.

Exercise 4.26. Write down the four Bell states in terms of |+) and |—), the eigenstates of oy.
You may wish to use the shorthand notation |[++) = |+) ® |£).

4.3.5 Entanglement Does Not Transmit Information

Now that we have rigorously defined quantum entanglement, let us debunk the most com-
mon misconception associated with it: that quantum entanglement allows us to transmit
information, and in particular, that it allows us to do so faster than the speed of light (or even
instantaneously), in violation of relativity. This is, in fact, not true.

To illustrate this, imagine the following scenario. Alice and Bob create an entangled pair of
qubits, for example in the Bell state

1
V2

Alice takes the first qubit in the pair, and Bob takes the second qubit. Alice then stays on Earth,
while Bob embarks on a long journey to Alpha Centauri, about 4.4 light years away. When
Bob gets there, he measures his qubit. He has a 50% chance to observe 0 and a 50% chance to
observe 1. However, if he observes 0 he knows that Alice will surely observe 1 whenever she
measures her qubit, and if he observes 1 he knows that Alice will surely observe 0, since the

|Bo1) = —= (|01) +[10)) . (4.106)

qubits must have opposite values.

So it seems that Bob now knows something about Alice’s qubit that he did not know before.
Furthermore, he knows that instantly — even though Alice is 4.4 light years away, and thus
according to relativity, that information should have taken at least 4.4 years to travel between
them. But has any information actually been transferred between them?

The answer is no! All Bob did was observe a random event. Bob cannot control which value
he observes when he measures the qubit, 0 or 1; he can only observe it, and randomly get
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whatever he gets. He gains information about Alice’s qubit, which is completely random,
but he does not receive any specific message from Alice, nor can he transmit any specific
information to Alice by observing his qubit.

In fact, there is a theorem called the no-communication theorem which rigorously proves that no
information can be transmitted using quantum entanglement, whether faster than light or
otherwise. Whatever you measure, it must be completely random. (Unfortunately, the proof
of this theorem uses some advanced tools that we will not learn in this course, so we will not
present it here.)

The fact that a measurement of one qubit determines the measurement of another qubit
might seem like it indicates that some information must be transmitted between the qubits
themselves, so that they “know” about each other’s states. However, there isn’t any actual
need to transmit information between the two entangled qubits in order for them to match
their measurements! After all, the entangled state does not depend on the distance between
the qubits, whether in time or in space; it is simply the combined state of the two qubits,
wherever or whenever they might be.

Consider now the following completely classical scenario. Let’s say I write 0 on one piece
of paper and 1 on another piece of paper. I then put each piece of paper in a separate sealed
envelope, and randomly give one envelope to Alice and the other to Bob. When Bob gets to
Alpha Centauri, he opens his envelope. If he sees 0 he knows that Alice’s envelope says 1,
and if he sees 1 he knows that Alice’s envelope says 0.

Obviously, this does not allow any information to be transmitted between Alice and Bob,
nor does each envelope need to “know” what'’s inside the other envelope in order for the
measurements to match. If Bob sees 0, then the piece of paper saying 0 was inside the envelope
all along, and the piece of paper saying 1 was inside Alice’s envelope all along — and vice
versa. The envelopes are classically correlated, and nothing weird is going on. What, then, is
the difference between this classical correlation and quantum entanglement? The answer to
this question can be made precise using Bell’s theorem, which we will now formulate.

4.3.6 Bell’s Theorem and Bell’s Inequality

Bell’s theorem proves that the predictions of quantum theory cannot be explained by theories
of local hidden variables, which we first mentioned in Section These are deterministic
theories, where measurements of quantum systems such as qubits have pre-existing values.
For example, if we measured 0, then the qubit always had the value 0; we could have, in fact,
predicted the exact value 0, and not just the probability to measure it (which is what quantum
theory can predict), if we knew the value of a “hidden variable” that quantum theory does
not take into account.

Local hidden variable theories are essentially no different than the envelope scenario described
above; the envelope always had the number 0 inside it, and if we were able to look inside the
envelope (at the “hidden variable”) without opening it, we would have been able to make a
deterministic prediction. In this sense, local hidden variable theories have classical correlation,
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and Bell’s theorem proves that quantum entanglement is different, and in a precise sense we
will discuss below, stronger than classical correlation.

Consider the following experiment. I prepare two qubits, and give one to Alice and another to
Bob. Alice can measure one of two different physical observableﬂ of her qubit, Q or R, both
having two possible outcomes, +1 or —1. Similarly, Bob can measure one of two different
physical observables of his qubit, S or T, both having two possible outcomes, +1 or —1.

We now make two crucial assumptions:

1. Locality: Both Alice and Bob measure their qubits at the same time in different places,
so that their measurements cannot possibly disturb or influence each other without
sending information faster than light. This ensures that the predicted probabilities
for Alice’s and Bob’s measurements are completely independent of each other. This
condition puts the “local” in “local hidden variable theory”.

2. Realism: The values of the physical observables Q, R, S, T exist independently of obser-
vation, that is, they have certain definite values g, r, s, t which are already determined
before any measurements took place, as in the envelope scenario. This condition puts
the “hidden variable” in “local hidden variable theory”.

Together, these two assumptions form the principle of local realism. Classical relativity def-
initely satisfies this principle; there are no faster-than-light interactions, and everything is
deterministic. Local hidden variable theories also satisfy this principle. Non-local hidden
variable theories satisfy realism, but not locality.

Now, whatever the values of gq,7, s, t are, we must always have
rs+qs+rt—qt =(r+q)s+ (r—q)t = £2. (4.107)

To see that, note that since r = £1 and g = +1, we must either have r 4- ¢ = 0 if they have
opposite signs, or r — g = 0 if they have the same sign. So one of the terms must always
vanish. In the first case we have (r — q) t = +2 because t = +1 and in the second case we
have (r +¢q)s = £2 because s = £1.

Using this information, we can calculate the expectation value of this expression. To do that,
we assign a probability p (g,7,s,t) to each outcome of g, 7, s, t. For example, we could simply
assign a uniform probability distribution, where all probabilities are equal:

1
p(q,rs,t)= 16’ (4.108)

for any values of g, 7, s, t. However, the probability distribution can be arbitrary. Even though
we don’t know the probabilities in advance, we we can nonetheless still calculate an upper

36 Alice could take, for example,Q = 0, and R = ¢, —which is indeed what we will take below. However, for
our purposes, it doesn’t matter what the physical observables being measured actually are. For that matter, the
physical systems don’t need to be qubits, either; it’s just easier to talk about qubits since they are the simplest
non-trivial quantum systems. This scenario is very general, and does not depend on any specific systems or
observables, which is good since we are trying to capture a general property of quantum theory.
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bound on the expectation value:

(RS+ QS+ RT —QT) = Y. p(qrst)(rs+qs+rt—qt)
qrste{-1,4+1}

<2 ), p@rnst)

grste{-1,+1}
=2.

To go to the second line we used the fact that s 4 gs 4+ rt — gt = +2, as we proved in (#.107),
and thus it is always less than or equal to 2 for any values of g, 7, s, t. To go to the third line we
used the fact that the sum of all possible probabilities must be 1. Also, since the expectation
value function is linear, we have

(RS+ QS+ RT — QT) = (RS) + (QS) + (RT) — (QT) . (4.109)
We thus obtain the Bell inequalitﬂ
(RS) + (QS) + (RT) — (QT) < 2. (4.110)

To summarize, we have proven that in any locally realistic theory, the expectation value
considered here must be less than or equal to 2.

Now, let us assume that I prepared the two qubits in the following Bell state:
1
V2

Alice gets the first qubit, and Bob gets the second qubit. We define the observables Q,R,S, T
in terms of the Pauli matrices. Alice measures the observables

B11) = —= (|01) — [10)) . (4.111)

Q=0 R =0y, (4.112)
while Bob measures the observables
S——i(a +02) T——L(U 0z) (4.113)
\/E X z)r \/E X z .
In Exercise [4.27]you will prove that
(RS) = (QS) = (RT) = -, (QT) = ——— (@114)
V2 V2 '

where we used the shorthand notation RS = R ® S and so on, and the expectations values

37More precisely, there are many different Bell inequalities, and this specific one is called the CHSH (Clauser-
Horne-Shimony-Holt) inequality.
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are calculated with respect to the state |f11). We thus get:
(RS) +(QS) + (RT) — (QT) = 2v2 ~ 28, (4.115)

which violates the Bell inequality (4.110)!

Importantly, this is not just a theoretical result; many different experiments have verified
that the Bell inequality is indeed violated in nature. This means that our assumptions, either
locality or realism (or both), must be incorrect. In particular, it also means that quantum
entanglement is stronger than classical correlation, which is locally realistic — since with
classical correlation, the best you can do for the expectation value considered here is 2, but
quantum entanglement allows you to get a larger expectation value of 2v/2.

This pretty much rules out any local hidden variable theory. Instead, we should consider the
following options:

1. Locality is an incorrect assumptior@ but realism is correct. This is the essence of non-
local hidden variable theories, such as de Broglie—~Bohm theory, which we briefly discussed
in Section [4.2.4)— where the state of each particle depends on the states of every other
particle in the universe! However, most physicists don’t like these theories, since they
are complicated and contrived, and lack the simplicity, elegance, and universality of
quantum theory.

2. Realism is an incorrect assumption, but locality is correct. This is the option that most
physicists prefer, even though it is less intuitive and contradicts our experience with the
classical world. Surely, if you open the fridge to get an apple, the apple has always been
there, even before you observed it; but the same does not have to be true for observing
a qubit.

Another important lesson of Bell’s theorem is that there is something fundamentally profound
and powerful about quantum entanglement, which classical correlation does not have. This
property of quantum entanglement is exactly what makes quantum computers more powerful
than classical computers, as we will see below. It also has some other interesting applica-
tions, such as quantum teleportation (which we will discuss in Section[5.1.2) and quantum

cryptography.

Exercise 4.27. Prove (4.114) by explicitly calculating the expectation values of the given
operators with respect to the state |B11).

3That would be the “spooky action at a distance” you hear about all the time. However, note that even if locality
is violated, this still does not necessarily mean faster-than-light communication is possible. As we discussed in
the previous section, communication between two people requires a form of non-locality that is controllable, so
that Bob can choose which state he measures, and by doing that, send a message to Alice, which she will discover
when she measures her qubit. Thus a theory can be non-local while still violating neither the no-communication
theorem nor relativity.
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Problem 4.28. Consider two qubits in the composite state
1
V2

Since |0) and |1) are the eigenstates of the observable S, corresponding to positive and
negative spin respectively along the z direction (recall Section #.2.2), it is easy to see that a
measurement of spin along the z direction will always yield opposite spins for the qubits: if
one qubit has positive spin in the z direction (i.e. |0)), then the other qubit must have negative
spin in the z direction (i.e. |1)). This state is historically known as a spin singlet.

B11) = —= (|01) = [10)). (4.116)

Now, let v€R® be a unit vector pointing in some direction in space (the real space, not the
Hilbert space!). Then the observable S, defined in corresponds to a measurement of spin
along the direction of v. Prove that if the system is in the state | f11), then the measurement of
spin along any direction v will always yield opposite spins for the qubits: if one qubit has
positive spin along the direction v, then the other must have negative spin along the same
direction v.

This is remarkable, since it means if Alice measures her qubit on Earth and Bob measures his
qubit on Alpha Centauri at the same time, and both of them measure spin along the same
direction, then somehow both qubits must “know” to have opposite spins along this direction,
no matter which direction Alice and Bob choose!

4.4 Non-Commuting Observables and the Uncertainty Principle
4.4.1 Commuting and Non-Commuting Observables
In Problem [4.13| we defined the commutator of two operators:
[A,B] = AB — BA. (4.117)

If the operators commute, then AB = BA and thus the commutator vanishes: [A, B] = 0.
Otherwise, AB # BA and the commutator is non-zero: [A, B] # 0. The commutator thus tells
us if the operators commute or not. Note that any operator commutes with itself: [A, A] =0
for any A.

Problem 4.29. Prove that the commutator is anti-symmetric:
[B,A] = —[A, B]. (4.118)
Problem 4.30. Prove that the commutator is linear:
[A+B,C]=[A,C|+[B,C], (4.119)

[A,B+C] = [A,B]+[A,C]. (4.120)
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Problem 4.31. Prove that
[A,B]t =[BT, A™]. (4.121)

Problem 4.32. Prove the useful identities
[AB,C] = A[B,C]+[A,C]B, (4.122)
[A,BC] =BJ[A,C]+[A,B]C. (4.123)
Problem 4.33. Prove the Jacobi identity:

[A,[B,C]] + [B,[C, A]] + [C, [A, B]] = 0. (4.124)

4.4.2 The Uncertainty Principle

When two quantum observables do not commute, we get an uncertainty relation. Uncertainty
is just another name for standard deviation, which we defined in Section The most
well-known such relation is the position-momentum uncertainty relutior@

AxAp > (4.125)

N[ =

Here, x and p are two Hermitian operators, corresponding to the observables position and
momentum respectively. This inequality means that the product of uncertainty in position Ax
and the uncertainty in momentum Ap cannot go below 1/2; it follows that Ax and Ap cannot
both be zero at the same time, so we can never know both the position and momentum with
arbitrarily high certainty.

Let us prove this relation for the general case of any two observables represented by Hermitian
operators, A and B, which do not commute:

[A, B] # 0. (4.126)
Recall that the (square of the) standard deviation AA of A is given by
(AA)? = <(A - <A>)2>. (4.127)

We have seen that expectation values in quantum theory are calculated using the inner product

“sandwich”
(A) = (Y]A[Y), (4.128)

where |¥) is the state with respect to which the expectation value is calculated. The (square

3IRecall that we are using units where 71 = 1!
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of the) standard deviation is thus

(BA)? = (¥[ (A~ (4))°[¥)
= (Y[ (A= (A) (A= (AN [T).

Let us now define a new vector:

la) = (A —(A))|Y). (4.129)
Then we simply havﬂ
(AA)? = (ala) = ||a|*. (4.130)
Similarly, for B we define
b) = (B—(B)) [¥), (4.131)
and get
(AB)* = (b]b) = ||b||*. (4.132)

The product of the (squares of the) standard deviations in A and B is thus
(AA)* (AB)* = [la|*[|b]*. (4.133)
Using the Cauchy-Schwarz inequality (3.153), we have

(8A)* (AB)® = |lal* 0]
> [(alb)*
(¥) = (Re{ab))” + (Im(alb))*
() > (Im({alb))*

ros) = ({01 001Y

where in () we used (3.17), in (*x) we used the fact that (Im(a|b))* > 0 since it's the square
of a real number, and in (x * *) we used (3.14) and the fact that (b|a) = (a|b)*.

40A — (A) is the operator A minus the real number (A) times the identity operator 1 (the identity operator is
implied). Thus A — (A) is Hermitian, and the bra of (A — (A)) |¥) is (¥] (A — (A)).
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Next, we note that

(alb) = (Y] (A —=(A)) (B—(B))[¥)
= ((A—=(A)) (B—(B)))
= (AB — A(B) — (A)B + (A)(B))
= (AB) — (A(B)) — {(A)B) + ({A)(B))
= (AB) — (A)(B) — (A)(B) + (A)(B)
= (AB) — (4)(B),

where we used the linearity of the expected value, (3.177). Similarly,
(bla) = (BA) — (A)(B). (4.134)
Thus

(alb) — (bla) = ((AB) — (A)(B)) — ((BA) — (A)(B))
— (AB) - (BA)
— ([4,B)),

and so we get
2
(AA)? (AB)? > <211 [A,B]> : (4.135)

Now, by definition, AA and AB are real and non-negative. If (5= [A, B]) is also real, we could
take the square root (but we have to add an absolute value because it could actually be
negative):

AAAB > % (A, B])]. (4.136)

You will show in Problem [4.34] that it is indeed always real. Note that the uncertainty relation
we found still depends on the choice of state |¥) with which to calculate the expected values
and standard deviations, but sometimes, as in the position-momentum uncertainty relation,
the same relation applies to all states.

As we will explain in more details later, when we discuss continuous systems, the operators x

and p have the commutator
[x,p] =1. (4.137)

By plugging this commutator into the uncertainty relation (4.136)), we indeed get the familiar
result ,
AxAp > 5 (4.138)

Problem 4.34. Inequalities are only defined for real numbers, not complex numbers. Let us
prove that if A and B are Hermitian, then ([A, B]) must always be an imaginary number, and
thus (4 [A, B]) is always real, so the inequality we found is well-defined.
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An anti-Hermitian operator O is an operator which satisfies
ot = -o. (4.139)

Just as a Hermitian operator is the matrix analogue of a real number, an anti-Hermitian
operator is the matrix analogue of an imaginary number.

A. Prove that the eigenvalues of an anti-Hermitian operator are all purely imaginary, as
defined in Problem

B. Prove that an anti-Hermitian operator is normal, and thus it has an orthonormal eigenbasis
(see Section 3.2.14).

C. Prove that if A and B are Hermitian, then [A, B] must be anti-Hermitian.
D. Prove that if [A, B] is anti-Hermitian, then the expectation value ([A, B])y is imaginary for
any state |'¥).
Exercise 4.35. Calculate the uncertainty relation for ¢y and 0, given an arbitrary qubit:

) =al0)+b1),  |af*+ b =1. (4.140)
That is, find the right-hand side of

AoAay > (2). (4.141)

Comment on the consequences of the relation you found for choices of different states, that is,
different values of 2 and b.

4.4.3 Simultaneous Diagonalization

Why is there uncertainty when two observers don’t commute? Some insight may be gained
from the fact that two Hermitian operators may be simultaneously diagonalizable if and only if
they commut
Recall that in Section we proved that for any Hermitian matrixfﬂ A there exists a unitary
matrix P such that

PYAP =D, (4.142)

where D is a diagonal matrix. Furthermore, the elements on the diagonal are none other than
the eigenvalues of A. This is called diagonalizing the matrix A.

Now, let A; and A; be two Hermitian matrices. We say that A; and A; are simultaneously

#1This is a special case of a more general theorem: a set of diagonalizable matrices commute if and only if they
are simultaneously diagonalizable. Of course, here we are dealing specifically with Hermitian matrices, and such
matrices are always diagonalizable; furthermore, for our purposes it is enough to talk about two matrices rather
than a larger set.

#20r more generally for any normal matrix, which satisfies A*A = AAT. As we mentioned before, both
Hermitian and unitary matrices are special cases of normal matrices.
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diagonalizable if both matrices are diagonalizable using the same unitary matrix P:
P*A;P=D,, P'A,P=D,, (4.143)

where D; and D, are two diagonal matrices.

If A1 and A; are simultaneously diagonalizable, we can invert (4.143) (by multiplying both
sides by P from the left and P' from the right) to find:

A; = PD,P", A, =PD,P". (4.144)
Then the commutator of the two matrices is

[A1, As] = A1 Ay — Ay,
- (PD1P+) (PDZP*) - (PD2P+) (PD1P+>
— PD, (P* P) D,P' — PD, (P+ P) D, P!
= PD,D,P" — PD,D; P’
= P(D1D, — D,D;) P*
= P[Dy, D,] P".

However, any two diagonal matrices commute with each other. Indeed, if

/\1 0 0 U1 0 0
Di=| o . 0o |, Dx=| 0 . 0 |, (4.145)
0 O )\n O O ]’li’l
then it is easy to see that
)L]}l1 0 0
Di1Dy, = D1D; = 0 0 . (4146)
0 0 Auuy

Therefore [D1, D;] = 0, and we conclude that Ay and A, commute:
[A1, A2] = 0. (4.147)

It is possible to prove the opposite direction as well: if A; and A, commute, then they are
simultaneously diagonalizable. However, we won’t do this here.

So what does this mean? Let A; and A; be two commuting observables, represented by
Hermitian operators. Then they are simultaneously diagonalizable. Now, remember that in
Section [3.2.16|we said that the unitary matrix P, which in this case diagonalizes both matrices,
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has for its columns an orthonormal eigenbasis |B;):

P= ( IBy) --- |By) ) (4.148)

By inspecting (4.143)) and (4.145), we see that the basis states |B;) are eigenstates of both A;
and A,, with the eigenvalues:

A1 |Bl> = )L,' |Bl> P A2 ‘Bl> = Ui ’Bl> . (4149)

This means that the eigenstates |B;) are states where the system simultaneously has the exact
value A; for the observable A; and the exact value y; for the observable A,.

Conversely, since this is an if-and-only-if relationship, if A1 and A, don’t commute, then
one cannot find a basis of eigenstates of both observables simultaneously (since if we found
such a basis, then they would be simultaneously diagonalizable, in contradiction). This is
essentially where the uncertainty principle comes from: if A; and A, don’t commute and the
system is in an eigenstate of Aj, then in general it can’t also be in an eigenstate of A;. This
means it must instead be in a superposition of eigenstates of A,, so there are many different
possible values for the measurement of A, with different probabilities. So being certain of the
value of A; means being necessarily uncertain of the exact value of A;.

Exercise 4.36.

A. Show that the following Hermitian operator commutes with the Pauli operator oy:

_( 1 -3 _ (01

Therefore, they are simultaneously diagonalizable.

B. Show that the eigenstates of 0, (see Section4.2.1)) are also eigenstates of A, and find their
eigenvalues.

C. Find a unitary matrix P which diagonalizes both A and ¢y, and find the resulting diagonal
matrices.

4.5 Dynamics, Transformations, and Measurements
4.5.1 Unitary Transformations and Evolution

We have covered almost all of the basic properties of quantum theory. However, notice that
so far we only talked about quantum systems that are in one given state, and never change.
In real life, physical systems change all the time, whether it’s because some transformation
was explicitly done to the system, or simply because time has passed. To account for that in
the mathematical framework of quantum theory, let us introduce a new axiom:
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The Evolution Axiom: If the system is in the state |'¥;) at some point in time, and in another
state |¥,) at another point in time, then the two states must be related by the action of some
unitary operator U:

¥,) = U|¥,). (4.151)

This is called unitary evolution or unitary transformation.

The exact form of U is determined by the specific quantum system in question and the specific
transformation performed, for example rotating the system, moving it in space, or letting it
“move itself” in time (i.e. just waiting for time to pass). All the Evolution Axiom tells us is
that U must be a unitary operator — just like the Observable Axiom tells us that an observable
must be represented by a Hermitian operator, but the exact form of the Hermitian operator
depends on the specific system and the specific observable.

Now, in Section [3.2.13| we proved that unitary operators preserve the inner product between
two states. This means that if we two states [¥1) and |P;) at one time, and they evolve to
[¥2) = U |¥1) and |P;p) = U |P;) at another time, then the inner product of the new states
(¥,|®,) is equal to the inner product of the old states (¥1|®;), because UTU = 1:

(¥a|P2) = ((F2]UY) (U[@1)) = (¥1]U*UID1) = (¥1]y). (4.152)

Therefore, probability amplitudes are preserved by unitary evolution.

As a corollary, unitary evolution also preserves the norm of a vector — that is, |¥) and U |¥)
have the same norm:

ju| = /eejurure) = /o) = [el. (4.153)

This has to be the case, since quantum states must have norm 1! So if we start with a properly
normalized quantum state, we end up with another properly normalized quantum state.

Furthermore, recall that probabilities must sum to one. This means that, for an orthonormal

eigenbasis |B;), we must have
n

Y [(Bi[¥) ) (4.154)
i=1
as we indeed proved in Section Again, since each of the probability amplitudes (B;|¥)
is preserved by unitary evolution, we are guaranteed that the probabilities still sum to 1 after
the states have evolved.

Lastly, observe that since any unitary operator is invertible (with the inverse of U being
u-t = U*), any unitary transformation has an inverse transformation. This means that
unitary evolution is always reversible, and therefore quantum mechanics has time-reversal
symmetry: it works exactly the same forwards in time and backwards in time.

If at time t; the system is in the state |¥1) and at time ¢, > t; the system is in the state |¥5),
then they are either related by [¥,) = U |¥;), evolving forward in time, or |¥1) = U' |¥2)
for the same U, evolving backwards in time. As far as quantum mechanics is concerned,
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there is no distinction between the future and the past, and everything works the same if we
take t — —t so that t, < t;, as long as we also replace every unitary evolution operator by its
adjoint.

Exercise 4.37. The system was previously in the state

#,) = % ( 211 > . (4.155)

Now, it is in the state

wy) — \% ( fll ) . (4.156)

Which unitary operator U was responsible for this evolution (such that [¥;) = U [¥1))? What
will be the state of the system after the same amount of time has passed again (i.e. after
another evolution with U)?

4.5.2 Quantum Logic Gates

In a classical computer, bits are manipulated using logic gates. In logic terms, these gates treat
0 as “false” and 1 as “true”. Let us list some examples of logic gates.

7

NOT gets a single bit as input, and outputs 1 minus that bit. In logic terms, it outputs “true”
if it gets “false” and vice versa, so the output is the negation of the input:

’ Input ‘ NOT ‘
0 1
1 0

AND gets two bits as input, and outputs 1 if both bits are 1, otherwise it outputs 0. In logic
terms, it outputs “true” only if both bit A and bit B are “true”:

Input A | Input B | AND |

0 0 0
0 1 0
1 0 0
1 1 1

OR gets two bits as input, and outputs 1 if at least one of the bits is 1, otherwise it outputs 0.
In logic terms, it outputs “true” if either bit A or bit B or both are “true”:

Input A | Input B ‘ OR ‘

0 0 0
0 1 1
1 0 1
1 1 1
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XOR (eXclusive OR, pronounced “ex or”) gets two bits as input, and outputs 1 if exactly one
of the bits is 1, otherwise it outputs 0. In logic terms, it outputs “true” if either bit A or bit B,
but not both, are “true”:

’ Input A ‘ Input B ‘ XOR ‘
0 0 0

0 1 1
1 0 1
1 1 0

In quantum computers we have qubits instead of classical bits, and thus we must use quantum
logic gates, or quantum gates for short. Since they transform qubits from one state to the other,
quantum gates must take the form of unitary operators, by the Evolution Axiom.

As a simple example, let us define the quantum NOT gate, which flips |0) <> |1), just like a
classical NOT gate flips 0 <+ 1. This gate is none other than the Pauli matrix oy, which is of
course unitary:

NOTEXEUx:<(1J (1)> (4.157)

(The notation X for the NOT gate is common in quantum computing.) Indeed, we have

vori = (03 ) (5 )= (1) =, (159
NOT|1):<(1) é)(?):(é):m (4.159)

Since unitary transformations are linear, this means that for a general qubit state we have
NOT (a|0) +b|1)) =al|l)+b|0), (4.160)

where of course |a|* + [b|* = 1.

In classical computers there is only one non-trivial single-bit gate, the NOT gate; the two
other options would be the gate 0 — 0, 1 — 0 and the gate 0 — 1, 1 +— 1, which are trivial
gates since their output is fixed and does not depend on the input. However, in quantum
computers, since qubits are in a superposition of |0) and |1), we have more options; in fact,
we have an infinite number of possible single-qubit gates, since any unitary operator can be a
single-qubit gate.

One example of a useful quantum gate is the Z gate, which is just the Pauli matrix o:

z=e=(4 %) 61
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and has the action

Z|0>=<(1)_01><(1)>=<(1)>=|0>, (4.162)
zm:(é _01><(1)>:<_01>=—|1>, (4.163)

so it leaves |0) unchanged but flips the phase of |1).

Another example is the Hadamard gate:

1 (1 1
H:ﬁ<1 _1>, (4.164)
which turns |0) and |1) (the eigenstates of ¢;) into |[+) and |—) respectively (the eigenstates of
Oy):
1 1 1 1 1
H|o>=ﬁ(1 _1><0>=ﬁ<|0>+|1>>:|+>, (2.165)
1 1 1 0 1
Hm:ﬁ(1 _1><1>:ﬁ<|0>—\1>>= o). (4.166)

What about two-qubit gates? Notice that classical two-bit gates such as AND, OR, and XOR
are irreversible, since if we are given the single output bit of any of these gates, we cannot in
general reconstruct the two input bits. For example, if AND outputs 0, then the inputs could
have been any of 00, 01, or 10. In contrast, quantum gates must be represented by unitary
operators, and as we saw in Section [4.5.1} unitary transformations are reversible. Thus we
cannot use AND, OR, XOR, and other irreversible logic gates in quantum computing.

We can, however, define other two-qubit quantum gates. A very useful example is the
controlled-NOT or CNOT gate. Here, the first qubit controls whether the second qubit gets
flipped or not. If the first qubit is |0), then the second qubit is unchanged; if the first qubit is
|1), then the second qubit is flipped |0) <+ |1). So, given an input state of two qubits, we have:

CNOT |0) @ [0) = |0) ® |0), (4.167)
CNOT [0) ® 1) = |0) ® [1), (4.168)
CNOT [1) @ [0) = |1) ® |1), (4.169)
CNOT [1) ® [1) = |1) ® |0). (4.170)
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As you will verify in Exercise the CNOT gate can be represented by the unitary matrix

1000
0100
NOT = 4.171
CNO 0 001 ( )
0010

Alternatively, as you will verify in Exercise the CNOT gate can be represented by a tensor
product of outer products:

CNOT = [0) (0] & ([0) (0] + 1) (1]) + 1) (1] & ( [0} 1] + [1) (0]) . (4.172)

Exercise 4.38. Verify that the matrix definition of the CNOT operator given in (4.171) indeed
has the action described in equations (4.167), (4.168), (4.169), and (4.170).

Exercise 4.39. Verify that the CNOT operator has the outer product representation

CNOT = 0) (0] @ ( [0} (0] + 1) (1]) + 1) (1] @ (10) (1] +[1) (0]) - (4.173)

You can either do so by explicitly calculating the matrix representations of the outer products
and tensor products and adding them up to get the matrix in (4.171), or by showing that this
operator has the required action on the two-qubit basis states.

Exercise 4.40. Show that the Hadamard gate turns |+) back into |0) and |—) back into |1).
Note: You don’t actually have to do an explicit calculation, you can simply use a certain
property of the matrix H itself.

Problem 4.41. Find an outer product representation for the Hadamard operator (4.164).

Problem 4.42. Show how you can generate each of the four entangled Bell states by acting on
the separable state |0) ® |0) with various quantum gates. This means that quantum gates can
be used to generate entanglement if it’s not already there.

4.5.3 The Measurement Axiom (Projective)

In Section[4.1.4, we formulated the Probability Axiom: if the system is in the state |¥), then the
probability to measure the eigenvalue A; corresponding to the eigenstate | B;) of an observable
is given by |(B;|¥) %, This axiom was good enough at the time, but after all that we have
learned in the previous sections, we can now see that this axiom is missing two important
things:

1. It doesn’t tell us what happens if we measure just one part of a composite system,

2. It doesn’t tell us about dynamics: what happens to the system after we perform the
measurement.
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To correct that, we now replace the Probability Axiom with a new and improved axiom, which
we call the Measurement Axiom. In order to formulate it, let us recall that in Problem [3.55
you proved that if A is normal (so in particular, if it is Hermitian and thus an observable),
then it has the outer product representation

A=) Ai|B) (B, (4.174)
i=1

where |B;) is an orthonormal eigenbasis and A; are the eigenvalues of the eigenstates |B;).
More generally, for any observable we can write

n
A=Y AP, (4.175)
i=1

where P; is the projector onto the vector space of the eigenvectors corresponding to the
eigenvalue A;, called the eigenspace of A; (see Problem [4.43). Using projectors allows us to:

1. Deal with the case of degenerate eigenvectors, where two eigenvectors have the same
eigenvalue; so far we have always implicitly assumed that observables do not have any
degenerate eigenvectors. A trivial example of an operator with degenerate eigenvalues
is the identity matrix 1, which has only one eigenvalue — namely, 1 — for which every
vector in the space is an eigenvector.

2. Measure only part of a composite Hilbert space, for example one qubit in a composite
system of two qubits, as we will see below.

In the simple case where there is no degeneracy of eigenvectors and the measurement is
performed on the entire Hilbert space, the projector can take the simple form

and we recover (4.174). Using projectors, we can now define a very general Measurement
Axiom, which employs so-called projective measurements.

The Measurement Axiom (Projective): Consider an observable A of the form
A=Y AP (4.177)
If the system is in the state |'¥), then the probability to measure the eigenvalue A; is given by
(¥|P;|¥F). (4.178)

The measurement yields exactly one of the eigenvalues A;, and after the measurement, the
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system collapses to the stateﬁ
Bi[Y)

VYR

where P; is the projector corresponding to the specific eigenvalue A; that was measured.

|¥) — (4.179)

Problem 4.43. Let A be a normal operator with eigenvalues A;. Each eigenvalue has a
corresponding eigenspace, which is the set of all vectors which have the eigenvalue A;. Prove
that each eigenspace is a vector space by showing that it satisfies the properties of a vector
space as defined in Section[3.2.1}

Exercise 4.44. Find the eigenvalues of the CNOT operator (4.171) and their corresponding
eigenvectors and eigenspaces.

4.5.4 Applications of the Measurement Axiom

Let us now see some examples of the Measurement Axiom in action. First of all, consider a
qubit in the general state

¥) =al0)+b[1),  |a?+|pf=1. (4.180)

The observable corresponding to the eigenbasis |0) , |1) is the Pauli matrix o, which has the
outer product representation

1 0
o, = ( 0 1 ) = |0) (0] —[1) (1]. (4.181)
This means that we havd®}
Ao=+1,  Py=[0)(0], (4.182)
A =1, P =11)(1]. (4.183)

The probability to measure the eigenvalue +1 (corresponding to a value of 0 for the qubit) is
thus
(¥|Po[®) = (%] (10)(0]) [¥) = (¥]0)(0¥) = |(O]¥)[* = |a]*, (4.184)

and the probability to measure the eigenvalue —1 (corresponding to a value of 1 for the qubit)

(¥IPY) = (¥] (11)(1]) [¥) = (AN = [0 = b, (4.185)

#3Notice that the square root of the probability is not necessarily the probability amplitude. For example, if the
amplitude is i /2 then the probability is 1/4, but the square root of that is 1/2, which is not the amplitude we
started with! However, recall that the two vectors [¥) and e'? |¥), which differ by an overall complex phase e'?,
represent the same state. Since the square root of the probability is the same as the amplitude up to a complex
phase, dividing by i /2 or 1/2 both result in the same state.

#Note that I decided to start counting i from 0 to 1 instead of from 1 to 2, so that the subscript of A; will
correspond to the value of the qubit. Also, recall that the eigenvalue of |0) is not 0, it's —1, and the eigenvalue
of |1) is not 1, it’s +1; this is confusing, but unfortunately it’s standard notation, since qubits are analogous to
classical bits which have the values 0 and 1.
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This indeed matches the old Probability Axiom. The new part is that after the measurement,
if we measured 0, then the system will collapse to the state

RI¥) 00 a
N

where by ~ we mean that ‘Z—| |0) and |0) are the same state, since they only differ by a complex

10) ~ |0), (4.186)

phase (see Footnote 43} in polar coordinates we have a = |a| ! where e'? is the phase of 4,
so if we divide a by |a| we are left with just the phase). Similarly, if we measured 1 then the
system will collapse to the state

hY)  _[DHAY)

W e b

Consider now the general composite state of two qubits given in (4.72):

_ |Z||1> ~ ). (4.187)

¥) = @00 [0) @ 0) + a1 [0) @ [1) +a10[1) @ |0) +an [1) @ 1), (4.188)
which is of course normalized such that
1% = laoo|* + laon|® + [aro|* + |ana | = 1. (4.189)
We can define an observable corresponding to a measurement of only the first qubit as follows:
@1 = (|0> (0] - [1) <1\) ®1, (4.190)
where 1 is the identity operator. So we have
Py=10) (0| ®1, P =11)(1|®1. (4.191)
Then the probability to measure 0 for the first qubit is

(¥|Ro[¥) = (¥] (10} (0] @1) [¥). (4192)
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Let us first calculatd®| the action of the operator Py = |0) (0| ® 1 on the ket |¥):

RoI¥) = (lo)(ol@1) I¥)
= (J0y(0l @1) (w00[0) & [0) + o1 [0) @ 1) + a0 [1) @ [0) + a1 [1) @ [1))
= 10) @ (00(0[0) [0) + 01 {0]0) [1) + @10 011 [0) + a1 (0]1) [1) )
= 10) @ (800 [0) + a1 1)),

since |0) and |1) form an orthonormal basis, so (0|0) = (1|1) = 1 and (0|1) = (1|0) = 0. Then
we act with the bra (Y| from the left:

(¥IPo[¥) = (%] (0)(0] 1) [¥)
= (] (10) @ (w00 0) + or [1)))
= (30 (0] @ (0] + gy (0] @ (1] +afo (1] @ (0] +acfy (1] @ (1] ) (10} @ (o0 0) + o 1)) )
= o (0] (@00 [0) + aon [1)) + gy (1] (00 [0) + o [1))
= |ago|* + |ao1|*.

Similarly, we also find that the probability to measure 1 for the first qubit is
CFPY) = (F] (1) (1 @1) [¥) = [aro]* + o[ (4.193)

These very complicated calculations tell us what we could have just guessed from common
sense: the total probability to measure |0) is the sum of the probabilities to measure all the
composite states which have |0) as the state of the first qubit, and similarly for |1).

What about collapse? If we measured 0, then the system will collapse to the state

Po[¥)  _ 0l0) ®10) +ap1]0) ®[1) (4.194)
\% <‘F|P0“Y A/ ‘Dé00| + ’0601
and if we measured 1, it will collapse to the state

V{¥IP[Y) \/ |10 + |age|?

Again, we could have just guessed the result: the qubit that we measured collapses into either
|0) or |1), while the other qubit stays in a superposition. The denominator is there simply to
normalize the vector so it has norm 1, and can thus represent a state.

#5To understand this calculation, you might want to review how tensor products work, which we discussed in

Section
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Problem 4.45. Consider a composite system of three qubits. Which projectors will you use to
measure only the state of the middle qubit in the |+) , |—) eigenbasis? Which projectors will
you use to measure only the state of the first two qubits in the |0) , |1) eigenbasis?

4.5.5 The Measurement Axiom (Simplified)

Now that we understand how projective measurements works, we can formulate a simpler
version of the Measurement Axiom, which does not require projective measurements, and
will be sufficient for our purposes in the rest of this course.

The Measurement Axiom (Simplified):

e Consider an observable with an eigenbasis of non-degenerate eigenstates |B;) corre-
sponding to eigenvalues A;. If the system is in the state [¥), then the probability to
measure the eigenvalue A; corresponding to the eigenstate |B;) is given by

[(Bi[¥) . (4.196)

After the measurement, if the eigenvalue A; was measured, then the system will collapse
to the eigenstate |B;):
%) — [B;). (4.197)

This works the same whether the system in question is composite or not, provided that
the measurement is performed on the entire system at once.

* Now consider a composite system and an observable defined only on part of that
system, with non-degenerate eigenstates |B;) corresponding to eigenvalues A;. The
total probability to measure the eigenvalue A; is the sum of the probabilities for all
the possible ways in which this eigenvalue can be measured — that is, the sum of the
magnitude-squared of the probability amplitudes of all the composite states where the
part being measured is in the eigenstate |B;). After the measurement, if the eigenvalue
A; was measured, then only the system we measured will collapse to the eigenstate |B;),
while the other systems will stay in a superposition.

The process described by the Measurement Axiom, where the state of the system changes after
a measurement, is what people mean when they talk about wavefunction collapse. However,
we haven’t yet defined what a “wavefunction” is. This is because in the modern abstract
formulation of quantum mechanics, which is what we have been studying so far, states are
the fundamental entities, not wavefunctions. We will explain this in more detail when we
define wavefunctions in Section [6.5]

Problem 4.46. A composite system of two qubits is in the state

[¥) = —— (2]00) —i[10) +3]11)). (4.198)

2l
i,
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A measurement is performed on only the first qubit, in the |+) , |—) eigenbasis. For each of
the two possible outcomes, what is the probability to measure that outcome and what will be
the state of the system after the measurement?

Problem 4.47. A composite system of three qubits is in the state

|Y) = \/1?5 (]000) 4+21010) —3i|011) —4|101) +1|110) +2i|111)), (4.199)
where |000) = |0) ® |0) ® |0) and so on. A measurement is performed on only the first two
qubits in the |0),|1) basis. For each of the four possible outcomes, what is the probability
to measure that outcome and what will be the state of the system after the measurement?
You can either solve this problem by inspection using the simplified axiom, or by explicit
calculation using the projectors you found in Problem

4.5.6 Interpretations of Quantum Mechanics and the Measurement Problem

If you consider the collapse process carefully, you will realize that it is actually incompatible
with the Evolution Axiom. This is because the collapse is a type of time evolution: the system
was in the state [¥) before the measurement, and will be in one of the eigenstates |B;) after
the measurement. However, this evolution is not unitary, because it is not invertible.

Given the probabilistic nature of the measurement, the information that the system is currently
in the eigenstate |B;) is not enough to reconstruct the state |¥) of the system before the
measurement, which was a superposition of all the eigenstates |B1),|Bz),...,|Bs). The
information about the coefficients of each eigenstate in the superposition is lost forever.

This incompatibility, and more generally our failure to understand the exact nature of measure-
ment and collapse in quantum mechanics, is called the measurement problem. Many physicists
believe that quantum theory will remain fundamentally incomplete until we manage to solve
the measurement problem, and this is an area of active research. The current approaches
towards solving this problem largely fall into several distinct groups, which more or less
coincide with specific interpretations of quantum mechanics. Let us list some of them.

“Shut up and calculate”: This approach simply ignores the measurement problem. It is not
necessarily associated with any particular interpretation, since it doesn’t care about trying to
interpret the theory in the first place. However, one could associate it with the Copenhagen
interpretation, the earliest interpretation of quantum mechanics, which essentially just accepts
the Measurement Axiom at face value, without attempting to explain why there is a collapse.
This interpretation regards quantum states as merely a tool to calculate probabilities, and
ignores questions like “what was the spin of the particle before I measured it”.

This approach is, by far, the most popular one among physicists, with a recent survey indicat-
ing that around a third of physicists subscribe to the Copenhagen interpretation and another
third don’t have any preferred interpretation. However, this definitely doesn’t mean it is
the “best” approach. It is popular simply because in practice, as long as quantum mechan-
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ics enables us to make accurate predictions, it doesn’t matter how (or even if) the collapse
happens.

The applications of quantum mechanics to theoretical, experimental, and applied physics, as
well as to other fields of science and technology, do not require us to solve the measurement
problem. However, as practical as this approach is, adopting it means ignoring deep and
fundamental questions about the nature of reality which, if answered, could have far-reaching
consequences.

There is no collapse: This approach claims that collapse does not actually happen. The most
well-known example of this approach is the Everett or “many-worlds” interpretation, which gets
rid of the collapse by considering the state of every system to be part of a huge composite state
which describes the entire universe. Measurements then simply correspond to entangling
two parts of that composite state — the system being measured, and the observer. Instead of
a collapse, the observer is now in a superposition of having measured each eigenvalue. For
example, if I measured a qubit, I will then be in a superposition of “I measured 0” and “I
measured 1”. This process is completely unitary (and invertible), thus there is no collapse and
no incompatibility with the Evolution Axiom.

It is a common misconception that the name “many worlds” means measurements somehow
“create” new “parallel universes”, one for each measurement outcome. What really happens
is that there is just one universe, but that universe is in a superposition of many different
possibilities — the sum total of every single superposition of every individual system since
the Big Bang. For example, a toy universe made of n qubits will be in a superposition of
2" different possibilities or “parallel universes”. However, it's important to stress that the
defining property of this interpretation is not the “many worlds” part — it is the “no collapse”
part!

Let’s see how exactly this works. Say Alice is measuring a qubit. The individual states of the
qubit and Alice before the measurement are

|qubit) = a|0) +b|1), |Alice) = |Alice hasn’t measured yet) . (4.200)
The composite state of both of them together before the measurement is thus
|'¥1) = |qubit) ® |Alice) = (a]0) 4+ b |1)) ® |Alice hasn’t measured yet) . (4.201)

Notice that |¥;) is separable — it is just a tensor product of the state of the qubit with the state
of Alice, and those states are independent of each other.

After the qubit is measured, the system undergoes evolution with a unitary operator U into:

|'¥2) = a|0) ® |Alice measured 0) + b |1) ® |Alice measured 1) . (4.203)

Intuitively, we can see that this evolution is unitary because it works similarly to a CNOT
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gate; U essentially checks the state of the qubit, and changes Alice’s state accordingly. In
Problem you will find the exact form of this unitary operator. We can see that the new
state |¥,) is entangled — the states of the qubit and Alice are now correlated.

We can think of each term in the superposition as a different “parallel universe” or “world”,
but this isn’t quite the same as the typical (incorrect) science-fiction treatment of the many-
worlds interpretation, since the two versions of Alice, the Alice who measured 0 and the Alice
who measured 1, can never communicate with each other, and there is no sense in which you
can “travel” from one “parallel universe” to another — since you can’t change which term in
the superposition you are in!

Crucially, notice that in the calculation we did above, there is no collapse. It looks like there
is a collapse from the point of view of each of the Alices, since the Alice who measured 0
can only access the qubit in the state |0) (with which she is entangled) and the Alice who
measured 1 can only access the qubit in the state |1). However, the overall state of the qubit
and Alice (and more broadly, of the entire universe) in fact evolves in a way that is perfectly
compatible with the Evolution Axiom, and at no point does it reduce to a single eigenstate.

This interpretation is probably the most popular among the approaches which are not Copen-
hagen or “shut up and calculate”. This is perhaps due to its simplicity — it does not introduce
any new assumptions, as most other interpretations do, and in fact it even gets rid of an
assumption, namely the collapse part of the Measurement Axiom, so it arguably makes
quantum theory even simpler.

However, it has several unresolved issues. One of its main problems is that it is unclear
where exactly probabilities come from. If I split into several observers after the measurement,
and the different versions of me collectively measured every single possible outcome of the
measurement, then why is the probability for me to find myself as one observer different from
the probability to find myself as another observer? And what does this probability have to do
with the coefficients of the superposition?

Hidden variables: This approach is associated with interpretations such as De Broglie—-Bohm
theory, which we already mentioned in Sections and in the context of non-locality.

To remind you, theories of hidden variables involve adding supplemental variables which
make the theory deterministic “behind the scenes”, but we can’t actually know the values of
these variables and use them to make deterministic predictions, since they’re “hidden”. As
the system is deterministic, there is no collapse.

One serious problem with this approach is, as we discussed earlier, that theories of hidden
variables tend to be complicated, and many physicists find them contrived and ad-hoc.
Therefore, if we subscribe to the principle of Occam’s razor, which states that theories with
less assumptions should be preferred, we should discard hidden variables in favor of simpler
interpretations.

Collapse models: This approach modifies quantum mechanics by adding an actual physical
mechanism for collapse. This can be done by assuming that there is a more general type of
evolution, which is compatible with both unitary evolution and collapse. Collapse models
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have the same problem as hidden variable theories; they require additional assumptions and
more complicated equations, which are not necessarily justified except in that they give the
desired results.

For example, one collapse model, the GRW model, assumes that quantum systems collapse
spontaneously — at random, without any relation to measurements. This happens very rarely,
but when you have a big enough composite system with a very large number of subsystems,
it happens frequently enough to explain collapse.

Problem 4.48. There are many other interpretations of quantum mechanics, each attempting
to solve the measurement problem in a different way. We will not discuss them here, but you
are encouraged to look them up and discuss them with your classmates. Which interpretation
is your favorite?

Problem 4.49. Find the unitary operator U in (4.202). Treat Alice as a 3-state system with an
orthonormal basis

|Ao) = |Alice measured 0), (4.204)
|A1) = |Alice measured 1), (4.205)
|A) = |Alice hasn’t measured yet) . (4.206)

You can either write U as an outer product representation, or as a matrix represented in
the basis constructed from tensor products of the bases of each system, namely |0), |1) and
|A),|Ao),|A1). Hint: |A),|Ag), |A1), represented in their own basis, are just the standard
basis vectors of C3. You may have to do some guesswork regarding the precise form of U.
Prove that the operator U that you found is unitary and that it transforms [¥1) into [¥>).

4.5.7 Superposition Once Again: Schrodinger’s Cat

| YT

Figure 4.2: Schrodinger’s Cat. Source: Found via Google Image Search, original source
unknown.

Suppose that, inside a box, there is a cat and a qubit in the state |+):

) = 5 (0} +11)). 4207)
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A measurement apparatus measures the qubit. If it measures 0 (with 50% probability), the cat
dieﬁ If it measures 1 (with 50% probability), the cat stays alive. Therefore, the state of the
cat is now a superposition of dead and alive (see Figure [4.2):

1
V2
Before we open the box and measure the state of the cat, is it “actually” dead, or alive? A

qubit being in a superposition of 0 and 1, compared to a classical bit which can only be either
0 or 1, might not be intuitive, but it is nevertheless an experimental fact. The thought of an

|cat) = (|dead) + |alive)). (4.208)

animal being in a superposition of dead and alive, on the other hand, seems absurd.

This thought experiment was suggested by Schrodinger in the early days of quantum me-
chanics to illustrate this discrepancy between the quantum world (of elementary particles,
atoms, qubits, and so on) and the classical world (of cats and everything else we know from
our daily life).

So what exactly is the difference between a qubit and a cat? Well, the qubit has an infinite
number of eigenbases, corresponding to measurements of spin up or down along every possi-
ble direction — as we saw in Section[4.2.2] All of these eigenbases are completely equivalent;
there is no preferred basis. So being in an eigenstate of ¢, (|0) or |1)) isn’t any more “natural”
for the qubit than being in an eigenstate of 0y (]+) or |—), which can both be written as a
superposition of |0) and |1)).

However, the cat definitely has a preferred eigenbasis: the one composed of eigenstates
of the “is the cat alive” operator, namely |dead) and |alive). There is no operator that has
(|dead) + |alive)) /+/2 as one of its eigenstates (like oy is to ¢3). This is because the cat is not
a two-state system; it is composed of a huge number of entangled quantum particles that
interact with each other in complicated ways, and the Hilbert space required to describe the
states of the system has many orders of magnitude more than two dimensions.

Now, even a qubit, which is described by a 2-dimensional Hilbert space, is already extremely
fragile. As soon as it interacts with the environment, it gets entangled with it, and loses its
superposition and other quantum properties in a process called quantum decoherence. This is
one of the reasons it is so hard to build quantum computers: qubits will inevitably interact
with the environment, since they cannot be completely isolated. There is a certain time, called
the decoherence time, after which different physical realizations of qubits undergo decoherence;
the time it takes the quantum gate to operate must be shorter than the decoherence time.

It should therefore not be a surprise that the cat, which is incredibly more complicated, is
also incredibly harder to keep in a superposition. The cat is still a quantum system, just
like anything else in the universe, but it is so complicated, that it can’t be in arbitrary states.
Instead, with almost certain probability, it will be in one of the states |dead) or |alive).

Finally, let us address two common misconceptions about Schrédinger’s cat. The first one

46For example, poison is released into the box. This is just a thought experiment, please do not attempt it at
home!
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(which is also a misconception about quantum mechanics in general) is that a conscious
observer is needed to collapse the cat into being alive or dead. In fact, consciousness plays no
role whatsoever in quantum mechanics! There is nothing special about conscious observers
that unconscious measurement devices do not have. In both cases, the interaction of the
quantum system with a larger system — whether it’s a human or a particle detector — causes it
to undergo decoherence and appear classical.

The second misconception occurs when Schrédinger’s cat is invoked in any situation where
the state of something is unknown until it is measured. Usually this takes the form of
“Schrodinger’s X” for some X. For example, I heard the term “Schrodinger’s millionaire” being
used to describe someone who has a lottery ticket which they have not yet checked to see if
it’s the winning ticket; therefore, that person is “both a millionaire and not a millionaire until
the ticket is checked”. However, the fact that you don’t know the state of something until you
measure it is completely trivial, and has nothing to do with Schrodinger’s cat, or even with
quantum mechanics in general. The purpose of the Schrodinger’s cat thought experiment is
to illustrate the difference between the classical and quantum worlds.

4.6 The Foundations of Quantum Theory: Summary

Quantum theory is a fundamental mathematical framework for describing physical systems
in our universe. For discrete systems, which have finite-dimensional Hilbert spaces, we
defined this framework using a set of seven axioms:

1. The System Axiom: Discrete physical systems are represented by complex n-dimensional
Hilbert spaces C", where n depends on the specific system.

2. The State Axiom: The states of the system are represented by unit n-vectors in the
system’s Hilbert space, up to a complex phase.

3. The Operator Axiom: The operators on the system, which act on states to produce other
states, are represented by n x n matrices in the system’s Hilbert space.

4. The Observable Axiom: Physical observables in the system are represented by Her-
mitian operators on the system’s Hilbert space. The eigenvalues of the observable
(which are always real, since it’s Hermitian) represent its possible measured values.
The eigenstates of the observable can be used to form an orthonormal eigenbasis of the
Hilbert space.

* Superposition: Any state |'¥) can be written as a linear combination of the eigen-
states |B;) of an observable:
n
'¥) =) |Bi)(Bi[Y). (4.209)
i=1

5. The Composite System Axiom: The Hilbert space of a composite system is represented
by the tensor product of the individual systems.
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¢ Entanglement: A state of a composite system that cannot be written as a single
tensor product of states of the individual systems is entangled. Quantum entangle-
ment is a form of correlation between systems, and by Bell’s theorem, it is stronger
than classical correlation.

6. The Evolution Axiom: If the system is in the state |¥) at some point in time, and in
another state [¥,) at another point in time, then the two states must be related by the
action of some unitary operator U:

¥5) = U [¥7). (4.210)
7. The Measurement Axiom: Consider an observable A of the form

A=) AP, (4.211)

If the system is in the state |¥), then the probability to measure the eigenvalue A; is
given by
(Y|P,[¥). (4.212)

After the measurement, if the eigenvalue A; was measured, then the system will collapse

to the state
P |Y)

V{YIPTY)

¢ The Simplified Measurement Axiom: Consider an observable with an eigenbasis
of non-degenerate eigenstates |B;) corresponding to eigenvalues A;. If the system
is in the state |¥), then the probability to measure the eigenvalue A; corresponding
to the eigenstate |B;) is given by

¥) (4.213)

[(Bi[¥)]?. (4.214)

After the measurement, if the eigenvalue A; was measured, then the system will
collapse to the eigenstate |B;):
|'¥) — |Bi). (4.215)

If a measurement is performed only on part of a composite system, the total
probability to measure the eigenvalue A; is the sum of the probabilities for all the
possible ways in which this eigenvalue can be measured. After the measurement,
if the eigenvalue A; was measured, then only the system we measured will collapse
to the eigenstate | B;), while the other systems will stay in a superposition.

e Expectation Value: If the system is in the state |¥), the expectation value for the
measurement of the observable A is given by (¥|A|Y).

¢ Uncertainty Principle: If two observables A and B don’t commute, the standard
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deviations of their measurements satisfy the uncertainty relation
1
AAAB > 5 [([A,B])|. (4.216)

The mathematical framework we have defined here is not enough on its own; one must
use the framework to define different models, which map the framework to specific physical
systems. A model is a specific choice of the following ingredients:

¢ A Hilbert space describing a specific physical system,

¢ Hermitian operators corresponding to specific physical observables that may be mea-
sured for the system,

¢ Unitary operators corresponding to the time evolution and other possible transforma-
tions of the system,

* The states on which these operators act, which correspond to different configurations of
the system.

In the simple case of a qubit, we saw that the Hilbert space is C2, the Hermitian operators
corresponding to observables are linear combinations of the Pauli matrices, the unitary
operators corresponding to transformations are the quantum gates, and the states are the two
possible values of the qubits, 0 and 1 (and superpositions thereof).

Of course, not every possible model we can make will actually correspond to a physical
system that we can find in nature. However, amazingly, the opposite statement does seem to
be true: every physical system that we find in nature{‘—i] can be precisely described by a model
built using the ingredients of quantum theory.

We can think of quantum theory as a sort of language. Just like English is a language with
rules such as grammar and spelling, so is quantum theory a language with its own rules:
observables must be Hermitian operators, possible measurement results are given by the
eigenvalues of these operators, and so on. And just like we can use English to make any
sentence we want, both true and false, we can use quantum theory to make any model we
want, both models that correspond to real physical systems and those that do not.

5 Quantum Information and Computation

Now that we have successfully formulated the mathematical basis of quantum theory, I would
like to discuss two of its modern applications: quantum information and quantum computation.
We will only present a few basic concepts and examples from these cutting-edge areas of
research, but I encourage you to look them up and read more about them.

47Except perhaps general relativity, but we are pretty sure that there is a quantum theory of general relativity,
we just don’t have a consistent formulation of it yet. If time permits, we will discuss this theory — quantum gravity
— at the end of this course.
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5.1 The No-Cloning Theorem and Quantum Teleportation
5.1.1 The No-Cloning Theorem

The no-cloning theorem states that it is impossible to make a copy of an unknown quantum
state. Note that it is possible, in principle, to generate a known quantum state as many times
as we want; all we need to do is repeat whatever process is known to generate that state.
However, if someone gives you an unknown quantum state [¥) and doesn’t tell you anything
about it, the no-cloning theorem states that you will never be able to make another copy of
¥)-

To prove the theorem, let us assume that we have a “copying operator” U which gets a tensor
product of two states as input, and copies the state from the first slot into the second slot:

u ( ¥) ® |?>) = |¥) ® [¥). (5.1)

The second state |?) in the input can be anything — it doesn’t matter what it was originally,
since it will be overwritten with the state |'¥) that we are copying.

We are looking for a universal copying operator, which can copy any state |¥), even if we
don’t know in advance what the state is. If this operator only works for a specific state |¥),
that means we must know what |¥) is in advance, in order to choose the specific U that copies
it. Let us use U to copy two states, [¥1) and |¥>):

u([¥)@[?) = [¥1) @ [¥1), (5.2)

U([¥2)@2)) = [¥2) @[¥a). (5.3)

We can take the inner product of the last two equations by turning the second equation into a
bra:

((vale @) utu (1% ©2) = (%l @ (%)) (19 @ %)), (5.4)
By the Evolution Axiom, U must be a unitary operator, so we have UTU = 1:
(2@ ¢l) ([ @) = (¥ @ (F]) ([¥1) @ [¥1)). (55)
The inner product can be calculated using (4.55):
(Y2 ¥1)(?[2) = (F2[¥1) (¥2[¥1). (5.6)
On the right-hand side, we have (¥2|¥1) (¥2|¥1) = (¥2|¥1)%
(¥2[¥1) (?]2) = (Y2 ¥1)*. (5.7)

Finally, even though we haven't specified the state |?) (since we don’t care what it is), we still
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know it must be normalized such that (?|?) = 1, since otherwise it won't be a proper state.
Therefore, we obtain:
(Y2[¥1) = (¥al¥1)> (5.8)

This is a quadratic equation, so it has two solutions:

 The first solution is (¥3|¥1) = 1, in which case the states must be the same state:
|¥1) = |¥2). So U is a copying operator that can only copy one specific state, in
contradiction with our requirement above that U is universal.

 The second solution is (¥>|'¥1) = 0, in which case |¥;) and |¥,) must be orthogonal.
Again, this means that U cannot be universal, since it can only copy states that are
orthogonal to a specific state, and thus we cannot clone an unknown quantum state.

In conclusion, we have proven that it is impossible to find a unitary operator U that can clone
any arbitrary state |'¥).

By the way, this is one of the reasons quantum computers are so hard to build. In a classical
computer, we can just make several copies of each bit, and use that for error correction in
case the bit gets corrupted. In a quantum computer, we cannot do that, since we cannot make
copies of a qubit, due to the no-cloning theorem. Still, quantum error correction is possible —
but it is much more complicated.

Problem 5.1. The opposite of the no-cloning theorem is the no-deleting theorem, which states
that given two identical copie of the same unknown quantum state, one can never delete
one of them and end up with just one copy. Prove the no-deleting theorem.

Problem 5.2. Remarkably, if cloning a quantum state was possible, it would have allowed
faster-than-light communication! Assuming Alice and Bob each have one qubit of an entan-
gled Bell state, and Bob can make as many copies of his qubit as he wants, show that it is
possible for Alice to send Bob a message instantaneously, regardless of the distance between
them.

This result is especially noteworthy due to the fact that we can freely copy classical bits,
and yet classical correlation definitely does not allow instantaneous communication. This
demonstrates something very special about quantum entanglement, which does not apply to
classical correlation.

5.1.2 Quantum Teleportation

We discovered that it is impossible to copy a quantum state, which is quite surprising.
Quantum teleportation is another surprising discovery, which also serves to illustrate the
powerful consequences of entanglement. We begin with the Bell state (4.102):

|Boo) = \2

#0f course, deleting just one copy of a quantum state is trivial - all you need to do is measure it!

(100) + [11)), 5.9)
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where we again used the shorthand notation |xy) = |x) ® |y). Alice takes the first qubit, Bob
takes the second, and they go their separate ways. In this entangled state, if Alice measures 0,
Bob will also measure 0, and if Alice measures 1, Bob will also measure 1.

Later, Alice receives an arbitrary qubit
) =al0)+b|1), |af+|b)* =1, (5.10)

but she does not know the state of the qubit, that is, the coefficients a and b. Alice needs to
transfer this unknown qubit in its entirety to Bob using only two classical bits. This seems
impossible, for two different reasons:

1. The exact state of the qubit is determined by the two arbitrary complex numbers a and
b. Even if Alice did know the values of these numbers, transferring that information
requires much more than two classical bits — in fact, to transmit the precise value of an
arbitrary complex (or even real) number, an infinite number of bits are required.

2. Even if Alice was somehow able to magically transmit two complex numbers using only
two classical bits, there is no way she could determine the values of 2 and b in the first
place. Any measurement that Alice makes on her qubit will simply result in either 0 or
1; it does not tell Alice anything about the probabilities, not to mention the probability
amplitudes. To get information about the probabilities, Alice must make a large number
of measurements (in fact, an infinite number of them, if she wants to know the precise
values of the probabilities). However, this is impossible due to the no-cloning theorem;
Alice can only measure the qubit once, and that’s it.

To make the impossible possible, Alice can use the fact that her half of the Bell state is
entangled with Bob’s half. All three qubits can be represented together by the composite state

[7) = [Y) ® |Boo)

_ é (a0) +b]1)) @ (|00) +[11))

_ 1 (2 (000) + [011)) + b (J100) + [111))),

V2
where we used the shorthand notation
[xyz) = |x) @ |y) ® |z). (5.11)

Here the first qubit is the one that is to be teleported from Alice to Bob, the second is Alice’s
half of the Bell state, and the third is Bob’s half.

First, Alice sends the first qubit (the unknown qubit [¥)) and the second qubit (her half of the
Bell state) through a CNOT gate, which as you recall, flips the second qubit only if the first
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qubit is |1):

CNOT;, |7) = \2 (a (1000) + |011)) -+ b (|110) + |1o1>))

1
-5 (10) @ (00) + [11)) +b 1) @ (]10) + [01)) )
Here we used the notation CNOT] ; to indicate that the gate only acts on qubits 1 and 2 out
of the three qubits. Explicitly, this would be the tensor product of the CNOT gate on the left
with the 2 x 2 identity matrix on the right:

100 0
B o100 10
CNOT;; =CNOT®1=| . o ®<0 1). (5.12)
0010

Next, she sends the first qubit through the Hadamard gate, which as you recall, takes |0) to

[+) = (0) + 1)) /vZand [1) to | =) = (0) - [1)) /v2:

H; -CNOTy, |y) = \2 (a I+) @ (|00) + [11)) + b |—) @ (]10) + |01>))
= % (a<\0> + (1)) ® (|00) + [11)) + b (|0) — |1)) ® (]10) + \o1>))
= % (ﬂ ((]000) +[011)) + [100) + |111)) + b (|010) + 001) — |110) — |101>))
— La(100) @ 10) + [01) 1) + [10) ©[0) + [11) & [1)) +

+2b(101) ©10) + [00) 1) — [12) ® [0} — [10) & [1}).

Again, the notation H; means we act with the Hadamard gate only on the first qubit:

3 1 (11 10 10
H1:H®1®1—ﬁ<1 _1>®<0 1>®<0 1). (5.13)

We can rearrange the transformed state as follows:
1
1
+5101) @ (a1) +b]0)) +
1
t5 |10) ® (a]0) —b|1)) +

211 ® (1) - b]0).
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Finally, Alice performs a measurement on the first two qubits (the one to be teleported, and
her half of the Bell state), and obtains one of four results: 00, 01, 10, or 11. These are two
classical bits, which she can then send to Bob. With this information, Bob can read from
the last equation exactly which operations he has to perform on his qubit (which you will
determine in Problem 5.4) in order to obtain the original qubit |¥) = a|0) + b |1). The qubit
has been successfully teleported from Alice to Bob!

Note that since Alice measured the original qubit, it collapsed and its quantum state has been
destroyed. Therefore, quantum teleportation does not violate the no-cloning theorem; the
state of the qubit was not cloned or copied, it was just moved from one qubit to another. Also,
since Alice had to send two classical bits to Bob — for example through a cable or radio waves —
the speed of teleportation is limited by the speed of light, and there is no violation of relativity.

Finally, since quantum teleportation requires Alice and Bob to already have one half of
an entangled pair each, and the entanglement is destroyed in the process due to Alice’s
measurement, the number of qubits they can teleport is limited by the number of entangled
pairs they have. Once they run out of entangled pairs, they can no longer teleport any qubits
until they physically exchange more entangled pairs. This means that you can’t just establish
two teleportation stations on, say, two planets, and teleport qubits between them forever; you
will have to actually send a spaceship from one planet to the other with a fresh supply of
entangled particles every once in a while.

Problem 5.3. Quantum teleportation has been demonstrated experimentally in many different
experiments, over distances of up to 1400 km, and not just with qubits but even with more
complicated systems. Whenever a new quantum teleportation experiment happens, articles
appear in the media with sensationalist headlines such as “scientists demonstrate teleportation
is possible!” or “is teleportation closer than we think?”, where by “teleportation” they actually
mean the science-fiction concept of “teleportation”, where a macroscopic object is sent from
one place to another without going through the space in between. Is the word “teleportation”
in “quantum teleportation” indeed justified? In what ways is quantum teleportation the same
as science-fiction teleportation, and in what ways is it different?

Problem 5.4. For each of the four results of Alice’s measurement, 00, 01, 10, and 11, determine
which unitary transformations Bob must perform on his qubit in order to obtain the original
|[¥) =al0) +b]|1).

Problem 5.5. Write a computer program@ that gets an arbitrary composite state of n qubits
as input and allows the user to perform the following actions:

* Analyze whether or not any two of the qubits are entangled.

¢ Act on one or more of the qubits with a quantum gate; for example, act with Hadamard
on one qubit or with CNOT on two qubits.

49 As in Problem I recommend either Mathematica or Python, but feel free to use whatever language you
like.
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* Simulate a measurement of one or more of the qubits as dictated by the Projective
Measurement Axiom, with the result determined randomly according to the appropriate
probability distribution, and the state collapsing after the measurement according to the
value that was measured.

Use your program to simulate quantum teleportation, and show that it indeed works.

5.2 Quantum Algorithms
5.2.1 Quantum Parallelism

It’s a common misconception that quantum computers work by using superposition to
“calculate the answer for every possible combination of qubits in parallel”. As the claim goes,
if you have a quantum computer with n qubits, then because each qubit can be “0 and 1 at the
same time”, then you can operate on all 2" possible combinations at once.

You've probably already heard this incorrect claim before — perhaps even from someone with
a PhD in physics! This misconception stems from the more general misconception about the
meaning of superposition which we discussed in Section[4.2.4] Sure, it would have been great
if this kind of parallelism was actually possible... but unfortunately, it’s not.

So how do quantum computers actually work? Generally, they make clever use of properties
of quantum states, such as superposition, entanglement, and interference, to solve certain
problems. Just as classical computers operate by sending one or more classical bits through
classical logic gates, quantum computers operate by sending one or more qubits through
quantum logic gates (recall Section [#.5.2). The arrangement of gates is called a quantum circuit,
and algorithms which make use of qubits and quantum gates are called quantum algorithms.

Even though quantum computers don’t really “calculate everything in parallel”, there is
still a concept called quantum parallelism which is used in most quantum algorithms. Let us
demonstrate it with a simple example. Consider a function f (x) : {0,1} — {0,1} which
takes one bit as input and gives one bit as output. There are, in fact, exactly 4 such functions,
because each of the input bits 0 or 1 can be sent to either 0 or 1 as output:

f@=0 f@=1 f@E=x flx=1-x (5.14)

Say have a quantum computer which can manipulate two qubits. Let Uy be a unitary operator
which transforms any composite 2-qubit state |x, y), where x,y € {0,1}, as follows:

Us |x,y) = |x,y @ f (x)), (5.15)
where @ means addition modulo 2, that is,
0p0=0, 0p1=1, 1¢0=1, 1¢1=0. (5.16)

The form of Uy depends on the choice of f (x). For example, if f (x) = 0, then Uy is simply
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the identity operator. In Problem 5.6 you will find the exact form of Uy for each choice of f (x)
and see that it is indeed unitary.

We assume that initially, the state of the two qubits in our quantum computer is
|'¥) = 10) ®|0) = |00) . (5.17)

The first qubit, which will store the input, is called the data register, and the second qubit,
which will store the output, is called the target register. We now build a quantum circuit as
follows. First, recall the Hadamard gate (4.164):

a=g (1 h) 519
which acts as follows: .

HI0) = = (0) + 1)), 519)

HI1) = —=(|0) = 1)) (520)

S

2
Let us apply it to the first qubit of |¥):

HnT>:;gum+ww>®m>
= (j00) + 10)).

S5

2

We now apply Uy to this state. Since Uy is a linear operator, it acts on both terms in the
superposition independently:

1
V2

Even though we applied Uy only once, the state now contains information about the value of

UpH, %) = —= (0, £ (0)) + |1, £ (1)) (521)

f (x) for both 0 and 1! This is an example of quantum parallelism. Does this actually mean
we “calculated all the possibilities in parallel”, as the common misconception says? Not
exactly. The state is still in a superposition; there is no way to tell the values of f (x) from
the state, since we don’t know the state; we can only measure the state, and the result of
the measurement will be either |0, f (0)) or |1, f (1)) with probability 1/2. Thus we can only
know one of the values of f (x), chosen at random.

Problem 5.6. Find the form of the operator Uy described above for each possible choice of
f (x) and prove that it is indeed unitary for each choice.

Exercise 5.7. For each of the functions f (x) = x and f (x) = 1 — x, find the matrix represen-
tation of UyH; and show that it takes the vector ['¥) = |00) to the Bell states |Boo) and |Bo1)
respectively, as given in (4.102) and (4.103).
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5.2.2 Deutsch’s algorithm

If we can only know one of the values of f (x), and not all of them, then what’s the point
of quantum parallelism? Well, the point isn’t to know all the values at once; it’s to take
advantage of the parallelism to find relations between the different values. Consider, for
example, the problem of determining whether f (x) is constant or not.

Classically, it is clear that we must evaluate both f (0) and f (1). The function is constant
if f(0) = f (1) or not constant if f (0) # f (1), but we must know both values to find the
answer. However, with a quantum computer, that is not the case. We can determine if the
function is constant without knowing both of its values, and in fact, without knowing any of
its values!

This can be done using Deutsch’s algorithm. In this algorithm, we start with the state
|¥) = 10) ®[1) = |01), (5.22)

and then act on both qubits with a Hadamard gate:

1

Hpp [¥) = \2 (10)+ 1) ® 7 (10) —11)). (5.23)
Next, we notice that
Uy <|x> ® \}E (10) - |1>)> =[x ® \2 (If (x)) =14 f(x))). (5.24)

On the right-hand side, we have

@) =1+ £ ) = {inéii oy
— (-1 - (10) - 1),
which means that
Uy (159 s (0) =119 ) = (=17 s} & = (10) = 1) 5.25)
Using this information, we can act with Uys on the full state:
UHa (%) = — (-0 0+ -0V ) o 2= (0 - 626)

If f (x) is constant, then f (0) = f (1), and both terms in the first qubit have the same sign,
either both + or both —. However, if f (x) is not constant, then the terms will have opposite
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signs, one + and one —. In other words:

£35 (10)+11) @ 35 (0) -
UfHp [¥) = V2 V2
el {iﬁu )@ (o) -

Next, we pass the first qubit through a Hadamard gate again:

il IY) = {i1>

where we used the fact that the Hadamard gate is its own inverse:

1 1 1 1
H (5 (0)+10) = 2= (5 10+ 1)+ = (0 =) = o),

L
1 1 1 1
H (5 (0 =11)) = = (5 (0 +11) = = (0) 1)) = 1.

Finally, we note that

so we can write concisely

HiUgHp [¥) = £ [f(0) @ f (1)) ® \2 (10) = 1))

(5.27)

(5.28)

(5.29)

(5.30)

(5.31)

(5.32)

To determine if f (x) is constant or not, all we need to do is simply to measure the first qubit.
If it’s 0, then we know f (x) is constant, and if it’s 1, then we know f (x) is not constant!

Exercise 5.8. For each of the functions f (x) = 0 (constant) and f (x) = x (not constant), find
the matrix representation of H;UyHj, and demonstrate by explicit matrix multiplication that

it takes the vector |¥) = |01) to a state of the form (5.32).

5.2.3 The Deutsch-Jozsa Algorithm

You may be asking yourself: okay, we can determine if the function is constant, but so what?
We could also just calculate both its values. Well, imagine now that f (x) is much more
complicated. Instead of getting just one bit as input, it gets n bits. This means that the input

can be any integer between 0 and 2" — 1, as can be seen from the following table:
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’ Binary (n bits) ‘ Decimal

000...000 0
000...001 1
000...010 2
000...011 3

111...100 2" —4
111...101 2" -3
111...110 2" -2
111...111 2" —1

For example, for the case of n = 3 we have:

’ Binary (3 bits) ‘ Decimal

000 0
001 1
010 2
011 3
100 4
101 5
110 6
111 7

In this case 2" = 8, so 2" — 1 = 7. For a large number of bits, the number of possible input
values increases exponentially. For example, if we have n = 64 bits, then the maximum input
value is 2% — 1 ~ 1.8 x 10%.

Assume that we are given the information that f (x) is one of two kinds of functions:

1. A constant function, that is, f (x) always gives the same value regardless of the input;
either f (x) = 0forall x or f (x) = 1 for all x.

2. A balanced function, that is, f (x) = 0 for exactly half of all of possible values of x and
f (x) =1 for the other half.

f (x) can never be anything in between, e.g. equal to 0 for all values of x except one; it must
be one of these two options. The problem is now to determine whether f (x) is constant or
balanced.

With a classical computer, in the best case scenario, we only need to calculate f (x) for two
different values of x. For example, if f (0) = 0 and f (1) = 1, then we immediately know that
f (x) cannot be constant, and thus it must be balanced. However, in the worst case scenario
we will have to calculate f (x) for 2"~! 4 1 different values of x.

The worst case scenario occurs when the first 2"~ values (i.e. half of all the possible values)
all turn out the be the same. That is still not enough to know if the function is constant or
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balanced; it could still be either of the two. We must calculate one more value, and if that is
also the same, then we know the function must be constant, otherwise it must be balanced.
Hence the total number of calculations required is 21 + 1.

This means that we may need to calculate f (x) for a very large number of values. For example,
if n = 64, then we may need to make up to 2% + 1 &~ 9.2 x 10'® calculations. Even if each
calculation only takes the classical computer one microsecond (a millionth of a second), it
would still take around 300,000 years to finish all the required calculations in the worst-case
scenario!

Things become much easier if we happen to have a quantum computer with n + 1 qubits.

The algorithm is a straightforward generalization of Deutsch’s algorithm, replacing the single
input qubit with n input qubits. We start in the initial state

¥) =10)"" ®|1), (5.33)

where the notation [0)“”", the order-n tensor power of |0), means “the tensor product of |0)
with itself n times”, that is,
0" =]0)®-- ®]0). (5.34)
n copies i’

Let us send each of the first n qubits through a Hadamard gate. This is called a Hadamard
transform. We get:

i 0)°" = = (0) + 1) @0 = (10) + [1)). (5.35)

V2 V2

n copies

Consider, for clarity, the case of n = 3. Then we have:

Hioa |0)°° = = (10) + 1)) ® == (10) + 1) © -

1
7 750 +11)
1

= /5 (]000) 4 [001) + |010) 4 [011) + |100) + [101) + |110) + [111)),

or in other words, Hy3 |0
with equal probabilities. We can write this in a compact notation as follows:

Y is a superposition of all the possible combinations of 3 qubits,

1
Hin|0)® =— Y |v), (5.36)
V23 xe{01}®

where the notation {0, 1 }3 means “all the possible combinations of 3 bits”, and as we have seen
in the table above, is equivalent to a sum over the integers from 0 to 2% — 1 = 7. Generalizing

to n bits, we see that:
1

V21 Z |x),

xe{0,1}"

Hy. ,|0)%" = (5.37)
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where now the sum on x is over all n-bit integers, so from 0 to 2" — 1. The Hadamard
transform thus takes n qubits in the state |0) and transforms them into a superposition of
every possible combination of n qubits with equal probabilities. In conclusion, applying this
to the first 1 qubits of the full state |¥) = |0)*" ® |1), we get:

1
Hy ,|¥) = —— 2 [1). 5.38
1., | > \/27}(6{;/1}71 |x> | > ( )

Let us also send the target qubit, number n + 1, which started in the state |1), through the
Hadamard gate:

Hy1Hi, 0 [¥) = Y | )& —— (l0) - 1)) (539)

\/>x€{0 1}” \/E

We now use the same Uy from (5.15). In our discussion of Deutsch’s algorithm, we found in

(5.25) that

1oy o @) 1o
uf(|x>®ﬁ(|o> |1>>)—< 19 1) —= (0} = [1). (5.40)

1 1
UfHyi1Hi, 0 |¥) = —= Y. ( Y@ — (]0) — [1)). (5.41)
\/27 xe{0,1}" \[
Notice that we now automatically get the results of calculating f (x), all 2" of them, in the
amplitudes of each state in the superposition, even though we never actually calculated the

Therefore

function for each input individually!

However, as I stressed before, this information cannot actually be obtained, since we need to
perform a measurement, and we will get only one value of x chosen at random; and even
then, we won't actually know the value of f (x) for that x, since it’s hidden in the amplitude.
The amplitude determines the probability, but we cannot measure it directly, and even the
probability is actually determined by the magnitude-squared of the amplitude, which means
we lose the phase (—1)” ) in any case.

Nonetheless, there is still a clever way to extract the information we want — whether f (x) is
constant or balanced - by taking advantage of quantum interference. That it, we make all
the different amplitudes interfere with each other constructively or destructively in a specific
way. Let us see how this works.

The action of the Hadamard gate on one qubit can be written succinctly as follows:

Hlx) = +(-1)"1)), xe{01}. (5.42)

1
N (10)

You can check that this works for each of the options x = 0 and x = 1. We can write it even
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more compactly as follows:

H|x) = \@26%1} (=1)"z), x,z €4{0,1}. (5.43)

Let us consider how the Hadamard transform acts on an n-qubit state |x) for some x € {0,1}".
Explicitly, the state is

%) = [x1,...,%0) = [x1) @+ @ |xp), x; € {0,1} foralli € {0,...,n}. (5.44)
Thus:
Hoal) === ¥ (D)) o0 ¥ (<17 |z,)
e = n
\/5216{0,1} \/izne{o,l}
1

— Z (_1)xlzl+~--+xnzn ’Zl>®® ’Zn>,

v 2" 21,..,2n€{0,1}

XiZi

where we simply combined all the phases (—1)"* into one.

Just as we treat x1, ..., x,, as the bits of an integer x between 0 and 2" — 1, we can also treat
Z1,...,2n as the bits of an integer z. We can then define a bitwise inner product:

X®z=x121+ ...+ xX52y. (5.45)

This allows us to write the result of the Hadamard transform simply as:

1
..... )= —= Y, ()", (5.46)
\/2726{0,1}”

Using this equation, we can now calculate the Hadamard transform of the first n qubits of
(5.41):

(10) =11))

Nk

ool ¥) = S 8 (1) (Hl,...,n\x>>®
1

ﬂ

xe{0,1} ze{0,1}"

_ NN e 1 oy
ﬁn251>(2n2<1ﬂz0®ﬁw>w>
1

_ Z (_1)x®z+f(x) |Z> &

1
; —= (10) = 1))
2 x,ze{0,1}" ﬁ

We can write this in a more suggestive way as follows:

1 Xz X 1
Hy,.wUfHy1Hi, 0 |Y) = {Z} ( {Z} (—1) =t/ >> |z>®ﬁ(|0>—|l>). (5.47)
ze{0,1}" x€{0,1}"
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This means that, when we measure the first n qubits, the amplitude to measure the integer z
is given by the sum:

A(z)zzln Y (1) (5.48)
xe{0,1}"

Consider specifically the amplitude to measure z = 0, that is, the term in the superposition
where all n qubits zy, .. ., z, are zero. In that case x © z = 0, so the amplitude will simply be:

A0) == Y (-1, (5.49)
xe{0,1}"

The sum will depend on which of the two possible kinds of f (x) we have:

e If f (x) is constant, then we have

0,

. (5.50)

A(0) = {21'723(6{0,1}" (+1) =+1 f(x)
7 Leeqory (—1) = =1 f(x)

In each case, we are summing over 2" terms which are all the same (either +1 or —1),
and then dividing by 2", so the result is just +1 or —1 depending on the constant value
of f(x). But this means that the amplitude has magnitude 1, so the probability to
measure z = 0 is |A (0)|> = 1. In other words, if f (x) is constant, then we will always
measure z = 0, with 100% probability, and we can never measure any other values for
z, since they must have a 0% probability. Notice that in this case we got constructive
interference between the amplitudes.

e If f (x) is balanced, then it is equal to 0 for exactly half the values of x and to 1 for the
other half. Therefore, in the sum }_ (o 1} (—1)f ), half the terms will be +1 and half
will be —1. The terms will exactly cancel each other, and the amplitude will be zero, so
the probability to measure z = 0is |A (0)|*> = 0. In other words, if f (x) is balanced,
then we will never measure z = 0, since that outcome has 0% probability. Notice that in
this case we got destructive interference between the amplitudes.

In conclusion, if we measure z = 0 (all qubits are 0) then we know for sure that f (x) is
constant, and if we measure z # 0 (at least one qubit is 1) then we know for sure that f (x) is
balanced. We found this just by passing the qubits through a few gates, without having to
actually calculate 2”1 + 1 values of f (x) as in the classical case. Going back to our example
of n = 64, a classical computer could take it up to 300,000 years to find the answer, while a
quantum computer can find it in the time it takes to pass the qubits through the gates, which
shouldn’t be more than a few seconds!

This result is very impressive, but we should also mention that an algorithm for determining
whether a function is constant or balanced is not something you would ever realistically need.
This problem was specifically designed to show the potential benefits of quantum computers,
but it has no known applications.
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A more useful quantum algorithm, that you may have heard of, is Shor’s algorithm, which
is used to factorize integers, and can do so much faster than any known classical algorithm.
Factorizing integers is a very common problem, especially in cryptography. This algorithm is
a bit more complicated, so we will not discuss it here, but you should look up this and other
quantum algorithms if you're interested.

Problem 5.9. You meet a layperson with no knowledge of the math of quantum mechanics.
They tell you about an amazing YouTube video with 100 million likes, where a famous YouTu-
ber with 10 million subscribers talked about quantum computers. According to the famous
YouTuber, who has a master’s degree in physics, quantum computers are so immensely
powerful because they can apply any calculation to all the possible inputs in parallel, while a
classical computer can only calculate them one at a time. Explain to the layperson, in simple
terms and without using any math, what the YouTuber got wrong. Identify the concepts on
which the YouTuber’s misconception is most likely based, and explain how the YouTuber
applied these concepts incorrectly. Then clarify how quantum computers really work.

Problem 5.10.

A. In Problem[5.5]you wrote a computer program which allows the user to pass qubits through
quantum gates and perform measurements. Your program should therefore be able to do
anything a quantum computer can. Use it to perform the Deutsch-Jozsa algorithms.

B. You program is running on a classical computer, so obviously, it shouldn’t be able to
reproduce the speedup of a quantum computer. How can you reconcile this with the fact that
the program is able to perform the Deutsch-Jozsa algorithm? You should be able to answer
this part of the question even if you didn’t do Problem |5.5/or part A, but writing the program
should give you some insight into the answer.

6 Continuous Quantum Systems

Quantum mechanics is a confusing and unintuitive theory, and requires the introduction of
many new concepts. One of the main goals of this course is to introduce quantum mechanics
to students in a way that is mathematically as simple as possible, so that they won’t have to
struggle with complicated math on top of trying to understand new physical concepts.

It is quite remarkable that we have managed to describe all of the axioms of quantum
theory, and almost all of its important aspects such as superposition, entanglement, and
the uncertainty principle, using only linear algebra — without any calculus. Moreover, by
focusing on discrete two-state systems, or qubits, we actually managed to do everything
almost exclusively in C?, the simplest non-trivial complex vector space.

Unfortunately, in real life not all systems are discrete, and the time has finally come to
start introducing some calculus and talking about continuous quantum systems, which are
described by infinite-dimensional Hilbert spaces. However, the student may take comfort in
the fact that this is going to be merely a straightforward generalization of what we’ve already
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learned. The only real difference is that now states are going to be functions instead of vectors,
and operators are going to be derivatives instead of matrices.

6.1 Mathematical Preliminaries
6.1.1 Exponentials and Logarithms

The exponential function is defined on arbitrary complex numbers z € C using a power series as
follows:

ezzi£=1+z+lzz+lz3+-~ (6.1)
= n! 2 3! ' '
The complex number z is called the exponent. If the exponent is zero, then all the terms in
the series vanish except the first one, and we get e’ = 1. If the exponent is a natural number
n € N, then 1} turns out to be the same as taking the real numbe@ e ~ 2.718 to the power
of n, that is, multiplying it by itself n times. This can then be expanded to negative integers
using the formula
1
67,

e—l’l

(6.2)
and to rational numbers using

a

bGQ — el = {/en. (6.3)

However, for arbitrary real or complex numbers, we generally use the power series definition
(6.1) directly, or an equivalent definition such as the ones you will prove in problems|6.2jand
6.3 below.

By taking the complex conjugate of the series (6.1), we get:
(e*)" =e*, (6.4)

so the conjugate operation commutes with taking the exponential. In particular, given a
complex number in the polar representation (see Section3.1.4), we have

z=re? — ¥ =re i r,¢ €R. (6.5)

This indeed makes sense, as taking the complex conjugate mean reflecting z across the real
line, and thus turns the angle ¢, which is the angle with respect to the real line, into its
negative — see Figure 3.1}

One can also prove from the definition (6.1) that e**% = e*e®, so

eifem 19 = pl971¢ =0 =1, (6.6)

50But of course, in order to know the value of the number e in the first place, we need to calculate the power

series forz =1!
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Therefore the magnitude of z is
2| = Vzz* = Vrel® - re=i9 = V2 =7, (6.7)

as expected.

The exponential function is its own derivative:

d zZ _ Z
CIZe =e*. (6.8)

In fact, it can be defined using this property, as you will prove in Problem [6.1] Using the chain
rule, we get the more general result

i /\z_i Az __ Az
¢ T @ (Az) e = Ae%, (6.9)

where A is any constant complex number (i.e. independent of z).

The inverse function of the exponential is the logarithm:
w=¢e <<= z=logw, %82 — Joge® = z. (6.10)

This is also called the natural logarithm, since it is taken with respect to the “natural” base
e ~ 2.718. More generally, a logarithm with respect to the base b satisfies

w=0b <<= z=log,w, b8 =log,b*=z. (6.11)

For a general base b we have

d Z __ 1,2
&b = b*log, b, (6.12)

and the extra term vanishes when b = e, since log, e = 1. This explains why the base e ~ 2.718
is “natural”; it is the unique base for which the function b* is its own derivative, without the
extra term. Sometimes the notation In is also used for the natural logarithm: In = log,. Since
b = e'"?, the power series definition can be used to define the exponential of any base b
with respect to arbitrary complex numbers z using the formula

b = (elnb)z — Pl (6.13)

Problem 6.1. By assuming a generic power series expansion

f(z) = i a,2", (6.14)
n=0

prove that if f (z) is its own derivative, then it must be the exponential function, i.e. a, = 1/n!.
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Problem 6.2. The power series expansions of the trigonometric functions cos x and sin x are

cosx=i(_1)nx2”:1—1x2+1x4+-'- (6.15)
= (2n)! 2 4! ’ ’
v (D" o 1 s, 15
smx:rgmx =X g (6.16)
Use them to prove Euler’s formula
el¥ = cosx +isin x. (6.17)
As a corollary, show that
. ix —ix
cosx = Re (') = %, (6.18)
. ix _ L—ix
sinx =Im (e'*) = %. (6.19)
Problem 6.3. The binomial theorem states that for x,y € Cand n € IN:
n_ - (1 k, K
X —|— = xn_ ’ 6.20
(x+y) kgo <k> y (6.20)

where the binomial coefficients are defined as

n\ _ n!
(k) Tk (n—k) (6.21)

So, explicitly, we have
(x+y)" =x"+nx""ly+ %n (n—1)x"2p2 +---. (6.22)

Using the binomial theorem and the power series definition of the exponential (6.1), prove
the equivalent definition

e = lim (1+ %) 6.23)

n—oo

6.1.2 Matrix and Operator Exponentials

To generalize the exponential to complex matrices A, we define the matrix exponential:

eA=i£—1+A+1A2+lA3+--- (6.24)
T 2 3! ’ '
where 1 is now the identity matrix, and A" means the product of the matrix A with itself n

times. Note that it satisfies
e =1, (6.25)



that is, the exponential of the zero matrix is the identity matrix, in analogy with the fact that
the exponential of zero is one. It also satisfies, as you will prove in Problem 6.4

(e“‘)Jr = eA+, (6.26)

in analogy with (6.4).

Things start to become more complicated when we consider the product of two exponentials,
e eB. For numbers (which can be considered 1 x 1 matrices) we have e?e? = e*%, but to
prove that, we used the fact that numbers commute. For arbitrary n x n matrices A and B,
it is in general not true that e e® = eA*E. However, in Problemyou will prove that this

identity is true if [A, B] = 0, that is, if A and B commute.

The matrix logarithm is the inverse function of the matrix exponential:
B=e? <= A=logB, %4 =loge!=A. (6.27)

This is analogous to . However, although every complex number has a logarithm@ a
matrix has a logarithm if and only if it is invertible. One of the directions of this proof is easy:
if a matrix B has a logarithm A = log B, then we can write B = e, and then the inverse will
be B~! = e~. We won’t prove the other direction here.
Recall that we said that Hermitian matrices are analogous to real numbers, and unitary
matrices are analogous to complex numbers with unit norm. Since for real ¢ we have
lei?| = 1, we should expect that the exponential of i times a Hermitian matrix will be a
unitary matrix. Let H be a Hermitian matrix and let t € R be a real number, and let us
defind™]

U=e Ht (6.29)

To prove that U is unitary, let us take its adjoint:

ut = (efth)Jr _ e ITH't _ iHt (6.30)

since H' = H due to H being Hermitian, t* = t due to f being real, and i* = —i. Thus:
UU™ =e el — g0 =1, (6.31)
so e~ 1Ht jsindeed unitary. Note that here we used the fact that H commutes with itself, and

511 fact, every complex number has an infinite number of logarithms. The arbitrary complex number z = r el?
can also be written as z = re!(?*2™) for all integer 1, since adding a multiple of 277 to the angle ¢ results in the
same angle. Thus we have

logz = log <r ei(4’+2”">> = logr + log e®+2™) — log r 4 i (¢ + 27tn), (6.28)

where 1 can be any integer. Here we used the identity log (ab) = loga + log b, which follows from the identity
eZ el — ezt W,

52The minus sign here is a convention; the inverse matrix, et Ht

, is of course unitary as well.
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therefore the product of the exponentials is the exponential of the sum, as we discussed above.
In fact, since all unitary matrices are invertible, and all invertible matrices have a logarithm,
any unitary matrix U can be written as e~ ! for some Hermitian matrix H, where

H=ilogl = U=e ', (6.32)
Finally, (6.9) generalizes to matrices as well:

d 4 At
— =A 6.33
i e™, (6.33)

where A is any constant complex matrix (i.e. independent of t).

Everything we described here was defined for matrices; however, it actually also applies
to general operators on any Hilbert space — and in the infinite-dimensional case it is less
convenient to think about operators as matrices, since those matrices would be infinite-
dimensional as well. The operator exponential is defined is exactly the same way as the matrix
exponential, with the identity matrix replaced by the identity operator (which does not change
the state it acts on), the power A" means the operator A is applied n times, and so on.

Problem 6.4. Prove that (e“‘)Jr — e,

Problem 6.5. Prove that if two matrices A and B commute, that is, [A, B] = 0, then
edelf = eATB. (6.34)

One way to do this is using the power series definition (6.24).
Problem 6.6.

A. Prove that the exponential of a diagonal matrix with diagonal elements A; is a diagonal
matrix with diagonal elements e’

A 0 0 e 0 0
exp 0 - = 0 . . (6.35)
0 0 A, 0 0 e

B. Prove that if B is an invertible matrix, then for any matrix A :
eBAB™ — BeA B, (6.36)

C. Using (A) and (B), prove that if A is diagonalizable, thatis, A = PDP~! for some matrix P
and a diagonal matrix D (recall Section [3.2.16)), then

ed =pel p 1. (6.37)

This gives us a straightforward way to calculate the exponential of any diagonalizable matrix
(and in particular every normal matrix, since they are always diagonalizable).
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Problem 6.7. Find the matrix exponential e~ 100y where oy is the Pauli matrix

oy = ( ? _oi > . (6.38)

6.2 Continuous Time Evolution, Hamiltonians, and the Schrédinger Equation

Does the result look familiar?

When we described the Evolution Axiom, we only talked about evolution from one discrete
point in time to another. As a first step towards quantum mechanics of continuous systems,
let us discuss time evolution with a continuous time variable.

6.2.1 The Schrodinger Equation and Hamiltonians: Preface

Usually, in introductory quantum mechanics courses, the Schrodinger equation is introduced
at the very beginning — as a fundamental postulate, without any explanation or motivation.
The student is simply told that this is the equation they are going to be working with, and
typically, much of the rest of the course consists of solving the Schrodinger equation for
different systems.

In this course, I chose to do the exact opposite, and introduce the Schrodinger equation only
at the very end of the course. The reason is that the Schrédinger equation is actually not
a fundamental component of the modern 21st-century formulation of quantum theoryFEI
What is truly fundamental about quantum theory is what we spent the majority of this
course studying: the abstract formulation of the theory in terms of Hilbert spaces, states, and
operators, using the axioms we have presented above. The Schrodinger equation turns out
to be merely a special case of the Evolution Axiom — which, as you recall, simply says that
quantum states evolve by the action of unitary operators.

The Evolution Axiom applies to any kind of evolution, whether in time or due to some
transformation performed on the system; and with regards to evolution in time, the time
variable can be either discrete or continuous. Quantum gates, which are the main type of
evolution we have seen so far, correspond to discrete time evolution — the qubit is in some
state now, and will be in another state after it passes through the gate, but these are two
discrete points in time, and nothing of interest is happening in the gap between them.

In the specific case when the evolution is the system’s natural evolution in time (so not
a result of some explicit transformation, like a rotation) and with respect to a continuous
time variable, it is useful in practice to replace the Evolution Axiom, which is very abstract,
with the Schrodinger equation, which is a concrete differential equation that can be solved,
either exactly or approximately, for a variety of different systems. The focus then shifts from

3In fact, entire books have been written about fields such as quantum computation and quantum gravity
without mentioning the Schrédinger equation even once!
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the unitary evolution operator of the Evolution Axiom to a Hermitian operator called the
Hamiltonian. We will see below precisely how these two operators are related to each other.
To further illustrate the fact that the Evolution Axiom is more fundamental than the Schrédinger
equation, consider the fact that the Evolution Axiom is an almost inevitable result of the
mathematical framework of quantum theory — indeed, if quantum states evolved with non-
unitary operators, then probabilities would no longer sum to 1, and the theory wouldn’t make
any sense. While the Schrodinger equation also preserves probabilities (as it must), this fact is
not immediately obvious from the form of the equation.

6.2.2 Derivation of the Schrodinger Equation

Let us recall the Evolution Axiom from Section with slightly different notation. If the
system is in the state |¥ (¢;)) at time ¢1, and in another state |¥ (f;)) at time t,, then the two
states must be related by the action of some unitary operator U (t, + f1):

¥ (f2)) = U (t2 = 1) [¥ (1)) - (6.39)

The main difference between this formulation and the one we had for discrete systems is
that now we are letting U be a continuous function of ¢; and t;, so that we can encode the
unitary evolution of the system from any point in time to any other point in time. This is very
different than what we discussed in the discrete case, where for example, a quantum gate is
not a function of time — it is the same quantum gate at all times.

However, this is still just a special case of the Evolution Axiom; the axiom simply states that
evolution between any two points in time must be encoded in some unitary operator, but
it will in general be a different operator for different start and end times, so here we have
explicitly encoding the different operators as one universal function U (f; < t1).

In (6.39), if we assume that t, = t; (that is, no time has passed) then we get
¥ (t1)) = U (t « 1) [¥ (1)) (6.40)

Since this must be true for every state [¥ (1)) and for every time t;, we seﬂ that if no time
has passed, U (t; < t;) must be the identity operator:

u (tl — tl) =1, vt € R. (6.41)

Let us now assume that the system is in the state |¥ (#3)) at time #3. Then from (6.39) we must
have on the one hand
¥ (t3)) = U (ts < 1) [Y (1)), (6.42)

but on the other hand
¥ (t3)) =U(tz < t2) ¥ (t2)) = U (tz <) U (t2 1) [¥ (1)) - (6.43)
54Recall Problem
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Therefore, U must satisfy the composition propertﬂ
U(tz ) =U(t3 ) U (1), Vi, b t3 €R. (6.44)
In particular, if t3 = t; we get
1=U(tH+t)=Ul < )U(+ ). (6.45)
Therefore we must have
Uty t)=U Nty t)=U" (1), Vi, hER, (6.46)

or in other words, evolution to the past is given by the adjoint (or inverse) of the evolution to
the future, as we discussed in Section4.5.1}

We now change notation slightly by taking t; +— tg and t, > t in (6.39):
¥ () = U (t < to) [¥ (t0)) (6.47)

For any arbitrary time t, the evolution of the system from a fixed time t( is given by this
equation. Let us take the time derivative of the equation:

d v :dU(t%to)

SO = = 1w (), (6.48)

where we consider |¥ (#)) to be independent of ¢ since ty is a fixed time. From (6.47) we find,
by multiplying both sides by U™ (¢ < t;) from the left, that

¥ (to)) = Ut (t + to) [Y (1)) . (6.49)
We plug that into (6.48) and find

Doy = HEEDD gy ey, (6.50)

where the time derivative only acts on U and not on U'. Now, let us define a new operator H
called the Hamiltonian as follows:

H(t) = idu(td;_to)u* (t < ko). (6.51)

Note that H can in general be a function of ¢, but it is independent of t;, which is why we

%This property is the reason we used the notation U (t; + t;): we wanted the t, in U (t; < t;) and
the t; in U (t3 < tp) to be adjacent. If the times were arranged from left to right, we would have had
U (t; — t3) U (#; — tp) which does not make it clear that the operator on the left starts when the operator
on the right ends. Note that when applying operators to a ket, the operators always act from right to left. So in
U (t3 < tp) U (tp < t1) | (t1)) the operator U (¢, < t1) acts on the state first, to take it to tp, and then U (t3 < tp)
acts on the result, to take it to t3.
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called it H (t) and not H (t, ty) or H (t < tp). Also, the Hamiltonian is Hermitian. You will
prove both of these facts in Problem

In terms of the Hamiltonian, (6.50) becomes
. d
i3 [ (6) = H (1) [¥ (1) (652)

This equation is called the Schridinger equatior@

Problem 6.8.

A. Prove that H (t) as defined in (6.51) is independent of ty, thus justifying the notation H (¢),
as well as its use in the Schrodinger equation (6.52), where t is the only variable.

B. Prove that H (t) is a Hermitian operator.

6.2.3 Time-Independent Hamiltonians

Let us now assume that the Hamiltonian is constant, that is, time-independent. Although in
some quantum systems the Hamiltonian does depend on time, this is not very common; most
quantum systems have time-independent Hamiltonians.

We can rewrite (6.51) as follows:

dU(t < fo) (;t ) _ (). (6.54)
Compare this with (6.33):
d ar At
=A .
T e, (6.55)

which we derived assuming that A is constant. If the Hamiltonian H is constant, then
= —iH is also constant. In addition, we can replace t with t — ty in the exponent, since that

56In non-natural units, this equation features the reduced Planck constant 7:
. d
1ha [¥(£)) =H()|¥ (). (6.53)

Of course, as we discussed in Section[£.1.1]  is dimensionful and therefore its numerical value doesn’t matter, so
we can just choose units such as the Planck units, where it simply has the value i = 1.

57In the Schrédinger equation, a time derivative d /dt is acting on the state | ¥ (#)). Therefore, one might wonder
whether d/dt is an operator on the Hilbert space. However, the answer is no. This is because here we are dealing
with non-relativistic quantum mechanics, and non-relativistic theories — both classical and quantum — treat space
and time differently: while x is an operator (as we will see below), ¢ is just a label. See also Footnote [66}

In this section we defined a function [¥(#)), which takes some real number f as input, and returns some state in
the Hilbert space as output. The derivative d/dt doesn’t act on the vectors in the Hilbert space, which is what
operators do; instead, it acts on this function. Therefore, d/dt is not an operator on the Hilbert space.

To illustrate this further, consider a system with a finite Hilbert space, such as a qubit. We can define a function
['¥(¢)) which returns a particular state of the qubit given a particular point ¢ in time. Then d/dt would be the
derivative of that function with respect to time. But as we have seen, operators on finite Hilbert spaces take the
form of matrices acting on vectors in the space. d/dt is not a matrix, so it is not an operator on the Hilbert space -
it’s just a derivative with respect to a label.
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does not change the derivative (because tj is constant). Hence, we see that the solutioﬂ to
the differential equation (6.54) is

U (t + to) = e HHlh0) (6.56)

In other words, if we take U (t < to) = e~ 1H(!=10)  then its time derivative will be — i HU (t < t),
and thus it will satisfy (6.54). Don’t get confused by the notation: H (¢ — t() in the exponent is
the constant H times the number t — {(, not the function H evaluated at t — £;!

The reason we wrote t — tg instead of t in the exponential is that from (6.41) we have the initial
condition
u (to — to) =1. (657)

This condition is indeed satisfied for U as defined in (6.56)), since
U (tg + to) = e 1Al=l) — g0 — 7, (6.58)

by 1i However, it would not be satisfied if we just wrote e 1t since then we would
have U (ty < tg) = e 1Hh £ 1. In general, when solving differential equations, the solution
always depends on the initial (or boundary) conditions.

We can rewrite (6.56) to match the notation in the beginning of Section as follows:
U(t 1) = e HEH) (6.59)

The evolution operator between any two arbitrary points in time, ¢; and t,, is given by (6.59).

It is interesting that, since H is constant, the unitary evolution operator is not a function of
both t; and t,, but only the difference between them, ¢, — t;. So for example, the evolution
from time #; = 3 to time ¢, = 4 and from time ¢; = 4 to time t, = 5 will be given by the same

unitary operator, e IH since in both cases the time difference is t, — t; = 1.

Problem 6.9. For the unitary operator defined in (6.59):
A. Verify that it satisfies the composition property (6.44).

B. Verify that it is invariant under the time shift transformation
th—t1+ 14, th — tr + ¢, (6.60)

where t € R.

C. Verify that under a time-reversal transformation
t — —tq, tr — —to, (661)

the evolution operator is replaced with its adjoint (or inverse). Thus the evolution equation

58Even if the Hamiltonian is time-dependent, it is still possible to solve the differential equation 1D ; however,
the solution is then much more complicated and involves time-ordered exponentials, which we will not cover in this
course.
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(6.39) is invariant under time reversal if we also replace U by its adjoint. This is an explicit
example of the time-reversal symmetry of quantum mechanics, which we discussed in Section
4.5.1]

Problem 6.10. In Section we discussed several unitary operators which act on qubits.
For example, the quantum Z gate is given by the Pauli matrix o

(1 0
z:az_<0 _1>, (6.62)

and its action is to leave |0) unchanged but flip the phase of |1). Find the Hamiltonian
corresponding to this unitary evolution operator. Since this is a discrete evolution, the time
coordinate is discrete and not continuous, and we can take the time interval to be 1. In other
words, you need to find the H in the equation Z = e~ iH

6.2.4 Hamiltonians and Energy

In Problem you proved that the Hamiltonian is a Hermitian operator. Therefore, it should
correspond to an observable. Indeed, it does; this observable is the energy of the system.
Its (real) eigenvalues E; correspond to energy eigenstates |E;) which, as usual, make up an
orthonormal basis™}

H|E;) = Ei|Ej). (6.63)

This is often referred to as the time-independent Schrodinger equation, but it’s really just an
eigenvalue equation!

The basis eigenstate |E;) corresponds to a measurement of E; for the energy. There will always
be a state of lowest energy, that is, a state | Ey) for which the eigenvalue E is the lowest among
all the eigenvalues:

Ey < E;, Vi > 0. (6.64)

Such a state is called the ground state.

As we have seen, the Hamiltonian is used to evolve continuous systems in time. What does
energy have to do with time, you ask? Well, from relativity we know that momentum in
spacetime is described by a 4-vector called the 4-momentum, which is defined as follows:

E

pltryyz)=| " | (6.65)
Py

Pz

Here, px, py, and p, are the momenta in the x, y, and z directions respectively. In the first
component, which is the one in the time direction, we have the energy E. Thus energy is

5Here we used slightly different notation than usual, with the basis eigenstates being |E;) instead of |B;) and
the eigenvalues being E; instead of A; — compare (3.143).
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actually “momentum in the time direction”! Indeed, in relativity we will often write pg for the
energy. Just like momentum moves you in space, so does energy move you in time. This is
exactly why the Hamiltonian is responsible for evolution in time. It is also why Hamiltonians
are usually time-independent - if they are not, then energy is not conserved!

6.3 Hamiltonian Mechanics and Canonical Quantization

We have seen that in order to create a model for a specific physical system in quantum theory,
we must choose a specific Hilbert space with specific states and specific operators. But how
do we know which Hilbert space, states, and operators to use for a given physical system?
This is often a hard question to answer. For example, we currently do not have a consistent
and experimentally verified quantum model for general relativity; the problem of finding
such a model is known as quantum gravity, and it is one of the hardest problems in physics.

Luckily, it turns out that there is a certain prescription that allows us to take a classical
theory and turn it into a quantum theory in a straightforward way. The properties of the
classical theory will dictate the type of Hilbert space, states, and operators we should use in
the corresponding quantum theory. This process is known as quantization. It doesn’t work
for every classical theory; for example, it doesn’t work for general relativity, which is why
quantizing gravity is so hard. However, it does work, in an experimentally verifiable way, for
most classical theories of interest.

6.3.1 A Quick Review of Classical Hamiltonian Mechanics

Classical mechanics can be reformulated using a quantity called the (classical) Hamiltonian.
This is basically the total energy of the system, usually written as kinetic energy plus potential
energy and in terms of the canonical coordinates q and p. Here we will consider the case where
g and p represent position and momentum respectively, and therefore we will label them x
and p instead.

The phase space of the system consists of all the possible values of the canonical coordinates;
for a particle, the phase space includes both “actual” space (all the values of x) and momentum
space (all the values of p).

Since we have limited time, and we are interested in quantum mechanics and not classical
mechanics, we will not go over the Hamiltonian formulation in detail. Instead, we will just
review certain important definitions and results.

The Hamiltonian is generally of the form
H=K(p)+V(x), (6.66)

where K is the kinetic energy, which depends only on the momentum p, and V is the potential
energy, which depends only on the position x.

139



Let us consider the specific case of a single particle of mass m. In Newtonian mechanics, the
particle’s momentum is defined as

p =mo, wherev =x = —. (6.67)

The kinetic energy is defined as 3mv?, and we can write it in terms of the momentum as

follows: ,
1o, 1 2_ P
K= FMU” = 5 (mv)” = o

We conclude that for a particle of mass m, the Hamiltonian will generally be of the form

(6.68)

2
H=2 1v). (6.69)

2m
The kinetic energy of a particle will always be p?/2m, but the potential energy V (x) depends
on the forces acting on the particle, such as gravity or electromagnetism.

Now, let us define the Poisson brackets of two functions f, g of position x and momentum p as

follows: af 2 o9 0f
=2/ % _98°)
{fah = dxdp dxdp (6.70)
In Problem you will prove some properties of these brackets; in particular they are anti-
symmetric, {g, f} = — {f, g} which means that {f, f} = 0 for any f. For x and p themselves
we have

{xx}={p,p}t=0 (6.71)

and
oxdp Jdpox

%MZaﬁ—aﬁzL (6.72)

since x and p are assumed to be independent variables, so their derivatives with respect to
each other vanish. Even though in Newtonian mechanics we define the momentum to be
p = mx, in Hamiltonian mechanics we “forget” about this relation and just assume that x and
p are two completely independent degrees of freedom of the system, thus generalizing the
concept of momentum to any kind of system.

The dynamics of the system in Hamiltonian mechanics are determined as follows. If A is any
function of x and p, then its time derivative is given by@
. dA

= ={AH}. (6.74)

®0Here we are assuming that A does not depend on ¢ explicitly, but only implicitly via its dependence on x
and p. If A does have explicit dependence on ¢, then this equation becomes

dA A
S ={AH 5 (6.73)
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For x and p themselves, we get

dx H _0xJdH JHJx JH

XE—t:{x, }—ag—gﬁ—g, (6.75)
,=dp _ _9p9H oHop  OH
P=q P =55, "oy ax (6.76)

In other words, the evolution of each parameter depends on the derivative of the Hamiltonian
with respect to the other parameter. Equations (6.75) and (6.76) are called Hamilton’s equations.

For a point particle with Hamiltonian (6.69), we get

._dx o [p? P
x:a—$ <2m+V(x)> = (6.77)
d d 2

) = dii] =5 <2€71+V(x)> =-V'(x). (6.78)

The first equation relates the two independent variables x and p to each other: p = mx. Of
course, this is just the definition of the momentum of a particle in Newtonian mechanics, but
Hamiltonian mechanics allows us to consider more general systems and define a generalized
momentum for any kind of system. For example, in a rotating system p will be the angular
momentum, and so on.

The second equation is Newton's second law: the time derivative of momentum is the force,
and the force is given by minus the derivative of the potentia]@ We can take the derivative of

(6.77) and plug (6.78) into it to get
d’x dx 1dp 1

TR AT — it 72/
=T w mar - w8 (6.80)
Multiplying by m, we get the familiar form of Newton’s law:
L d2x
F=ma=mi= r —V'(x), (6.81)
where a is the acceleration.
Problem 6.11. Prove the following properties of the Poisson brackets:
¢ Anti-symmetry: For all functions f, g
8 =-18f} (6.82)

61Here we are working in one spatial dimension, for simplicity. In the 3-dimensional case, the force is minus the
gradient of the potential:

(6.79)

F:_VV:_(av Vv BV).

ax 3y oz
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¢ Linearity: For all functions f, g, h and numbers «, b
{af +Bg h} =a{f h} +B{g N} (6.83)
¢ Leibniz rule: For all functions f, g, 1
{fe.n} = figny +{f h}g (6.84)

* Jacobi identity:

{f g} +{g{h f1} +{n{f g}} =0 (6.85)

6.3.2 Canonical Quantization

Recall the definition of the expectation value for the measurement of an observable A when
the system is in the state [¥):
(A) = (Y]|A]Y). (6.86)

Let us take the time derivative of this, assuming that the state |'¥) depends on time but the
observable A doesn’t (which is usually the case):

dia) (;m) AlY) + (¥]A ((im) . (6.87)

We can take the adjoint of this equation to get (remember that H is Hermitian so H = H H

d

T (Y| =i (¥|H. (6.89)

Plugging into (6.87), we get

dé‘y = i(Y[HA[Y) —i(Y|AH|Y)
= —i(Y|(AH — HA) |'¥)
— —i(¥|[A H]|Y)

= —i([AH]),
so in conclusion,
d(A)

— = —i([A H]). (6.90)
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Comparing this with (6.74),

dA

— ={A,H}, 6.91

= {4 H) 691)
we find a very interesting result: the quantum expectation value of the observable A evolves
in time just as classical Hamiltonian mechanics predicts, provided we relate the Poisson

brackets of functions and the commutator of operators as follows:

[A,H| =i{A H}, (6.92)
or more generally for any two observables A and B,

[A,B] =i{A,B}. (6.93)

This is called the canonical commutation relation.

Equation (6.93) makes sense, because in Problem you proved some properties of Poisson
brackets, and these properties also happen to be satisfied by the commutator, as you proved
in problems 4.29} 4.30} 4.32, and [4.33]

In particular, for x and p themselves, according to (6.72) we have {x, p} = 1, so in the quantum
theory we will havelg_zl

[x, p] = 1. (6.94)

What we have derived (or at least, motivated) here is called canonical quantization. Given a
classical system described by a Hamiltonian, we can turn it into a quantum system — quantize
it — by “promoting” classical functions on the phase space, including the variables x and p
themselves, to Hermitian operators. We are not provided with any specific information about
these operators, except that they are Hermitian (which they must be, since in classical physics
all variables are real!) and that the quantum commutators should be related to the classical
Poisson brackets according to the prescription (6.93).

These Hermitian operators now represent observables in the quantum theory; they have
eigenstates and eigenvalues which represent possible measurement outcomes. This means
that the values of x and p are no longer uniquely determined from some initial conditions, as
in the classical theory; they become probabilistic. In addition, the time evolution of the system
is no longer described by Hamilton’s equations, but rather, by the Schrédinger equation.

Note that what we did here does not constitute a proof that all classical theories are related to
quantum theories in this way. Canonical quantization merely ensures that expectation values
of the observables in the quantum theory evolve in time in the same way as the observables
in the classical theory, which is something that we expect to be true, but it is not by itself a
sufficient condition for creating a sensible quantum theory. Indeed, there are known cases
where canonical quantization doesn’t quite work, or is at least ambiguous, because two
Poisson brackets which in the classical theory are equal to each other will have different
values in the quantum theory, generating an inconsistency.

©2With 1, this equation will take the form [x, p] = i%.
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Nevertheless, canonical quantization works incredibly well in the vast majority of cases —and
indeed, most classical theories, from a single point particle to very complicated systems with
many different particles and forces, can be quantized in this way, and the results have been
verified experimentally to high precision!

Just as in the case of the Schrddinger equation, in introductory quantum mechanics courses
canonical quantization is usually just presented as an arbitrary axiom. I hope I managed to
motivate it and give you some intuition as to why classical and quantum theories are related
in this way.

6.4 The Harmonic Oscillator
6.4.1 The Classical Harmonic Oscillator

The quantum harmonic oscillator is the quantization of the classical harmonic oscillator, and just
like the qubit, it is a reasonably simple quantum system which turns out to describe many
different realistic physical systems, either exactly or approximately. This makes sense, because
the classical harmonic oscillator itself describes or approximates many different classical
systems!

In particular, quantum harmonic oscillators form the basis of quantum field theory, which is
the theory describing all of the known elementary particles, including matter particles (such
as electrons and quarks), particles which mediate fundamental interactions (such as photons,
which mediate the electromagnetic force, and gluons, which mediate the strong nuclear force),
and others (such as the Higgs boson).

The (simple) classical harmonic oscillator has the Hamiltonian

2

_ L e
H—2m+2mw x°. (6.95)

We have the standard kinetic energy term K (p) = p?/2m, where m is the mass of the particle,
and the potential energy

1
Vix) = Emaﬂxz, (6.96)
where w is a numerical constant called the frequency or angular frequency, because it represents

the frequency in which the oscillator oscillates.

It is easy to find the equations of motion using Hamilton’s equations (6.75) and (6.76). Alterna-
tively, since this is a particle with a Hamiltonian of the standard form (6.69), we can just use
Newton’s second law (6.81) directly:

d2x 190 10 ) 2
_ —_ -2 (2 — . .97
2 axv(x) ( mwx> wx (6.97)
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To solve this differential equation, we can use the fact that

d
4@ cost = —sint, a sint = cost, (6.98)
which means that
d? d
qp2 08 t = T sint = — cos't. (6.99)

If we replace t by wt + ¢, where both w and ¢ are constant (independent of t), then since
g(wH— ) =w (6.100)
dt P) = '
we get, by the chain rule, that each derivative generates a factor of w, so

d? d /. ’

qp o8 (wt+¢) = Wy (sm (wt + 4))) = —w"cos (wt+ ¢). (6.101)

Therefore, this differential equation has the solution:
x (t) = Acos (wt+¢), (6.102)

where the integration constants A and ¢ are real numbers determined by the initial conditions.
Now we see why this is called a harmonic oscillator: the position of the particle oscillates
repeatedly between +A and —A over time.

Problem 6.12. Prove that the most general solution for the classical harmonic oscillator can
also be written as
x (f) = Bcos (wt) + Csin (wt), (6.103)

where B and C are integration constants, or as
x(t) = De'“' +Ee ¢, (6.104)

where D and E are integration constants. All of these solutions are equivalent; find the
relationships between the integration constants {A, ¢}, {B,C}, and {D, E} — that is, write
each pair in terms of another pair.

Problem 6.13. As an example of solving the equation of motion for specific initial conditions,
if the particle starts at time t = 0 at position x (0) = 1 with velocity x (0) = 0, then we have

¥(0) = —wAsing =0 = ¢=0, (6.105)
x(0)=A=1 = A=), (6.106)

and thus the solution is
x (t) = cos (wt). (6.107)

Similarly, find a solution for the classical harmonic oscillator with the initial conditions
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x(0) =0and % (0) = w.

Problem 6.14. By plugging the general solution (6.102)) into the Hamiltonian (6.95), show that
the total energy of the system is

1
H= EmeAZ. (6.108)

Thus the Hamiltonian is time-independent, and energy is conserved.

6.4.2 Quantizing the Harmonic Oscillator

Let us now quantize the simple harmonic oscillator by promoting x and p to operators. We
are interested in finding the energy eigenstates of this quantum system. Instead of finding
them by solving a differential equation, we will use an easier and more intuitive method. We
define the ladder operators:

_ [mw R t_ fmw (i
a= > <x+mwp>, a > (x mwp), (6.109)

where a' is called the creation operator and a is called the annihilation operator. Notice that a' is
indeed the adjoint of 4, since the numbers m, w are real and the operators x, p are Hermitian.
These definitions may be inverted to get the position and momentum operators in terms of
the ladder operators:

X = —<a++a), p=i T(a*—a). (6.110)

o=y (v i) %5 (x4 )
) (o)
mw( +xp_'px_(n;wp)>

2( P —|—w[xp]>

m2w

Now, notice that

I\)M—\ N\P—‘

32
g

N‘@ N\H
N

+1mwx +1iw[x ]
2 P

Recall that in the classical theory we have {x, p} = 1, so in the quantum theory we have
[x, p] = i. Therefore:

wa'a = p—z + 1mw2x2 — 1cu (6.111)
C2m 2 2 '
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Comparing this to the Hamiltonian operator (6.95):

p> 1
H=2—+ 5mwzx% (6.112)
we see that we can write .
H=w <a+a + 2> . (6.113)

Finally, we define a new operator called the number operator:
N =a'a. (6.114)

Now the Hamiltonian may be written as

H=w <N + ;) : (6.115)

The Hamiltonian has been simplified considerably! Since both w and 1/2 are just numbers,
the problem of finding the eigenvalues and eigenstates of H now reduces to finding the
eigenvalues and eigenstates of N.

Problem 6.15.
A. Show that N is Hermitian.

B. Show that if |n) is an eigenstate of N with the eigenvalue #, that is,
N |n) =n|n), (6.116)

then |n) is also an eigenstate of H with the eigenvalue w (1 + %)

C. Calculate, using the canonical commutation relation [x, p] = i, the following commutators:

[a,a"] =1, [N,a'] = a, [N,a] = —a. (6.117)

6.4.3 The Energy Eigenstates of the Harmonic Oscillator

Let |n) be an eigenstate of N with eigenvalue n:
N|n) =n|n). (6.118)

Since N is Hermitian, we know that n must be a real number. Let us calculate the expectation
value of the observable N with respect to the eigenstate |n):

(N), = (n|N|n) = (n|a*aln) = ||an|?, (6.119)
where we used the fact that (1| a is the bra of a |n). On the other hand, we have

(N), = (n|Nn) = n(njn) =n, (6.120)

n
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where we used (6.118) and the fact that the state |n) is normalized to 1. By comparing the two
equations, we see that

n=|an|* >0, (6.121)
that is, n is not only real but also non-negative.
Next, we act with Na and Na' on |n). In Problem@you showed that

Na—aN = [N,a] = —a, (6.122)
Nat —atN = [N, a*] =qt, (6.123)
so we have
Na=aN—-a=a(N—-1), Na'=a'N+a"=a"(N+1), (6.124)
and thus
Naln) =a(N—-1)|n) =(n—1)a|n), (6.125)
Na'|n) =a" (N+1)|n) = (n+1)a" |n), (6.126)

where we used (6.118)) and the fact that since n & 1 is a number, it commutes with operators
and can be moved to the left. Writing this result in a different way, we see that

N(a\n>) = (n—1) (a\n>), (6.127)

N (a'm)) = (n+1) (¥ m), (6.128)

or in other words, a |n) is an eigenstate of N with eigenvalue n — 1, and a' |n) is an eigenstate
of N with eigenvalue n 4+ 1. However, by definition, the normalized eigenstates of N with
eigenvalues n — 1 and n + 1 are |n — 1) and |n + 1) respectively. Thus, we conclude that a |n)
is proportional to |n — 1) and a' |n) is proportional to | + 1). The proportionality factors
must be chosen so that the states are normalized. Let us therefore calculate the norms. The
norm ||an||? was already calculated above:

lan|* = (n|a*a|n) = (n|N|n) = n. (6.129)

To calculate ||a*n|?, we recall from Problem that

aa’t —ata = [a, a*] =1, (6.130)
and thus
aat =atla+1=N+1 (6.131)
We therefore get
latn|? = (nlaa*|n) = (n] (N +1) |n) = (n[N|n) + (nln) =n+1.  (6.132)
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To summarize, the norms are
|lan|| = V/n, |atn|| = vVn+1. (6.133)

The normalized eigenstates are now obtained, as usual, by dividing by the norm:

n—1) = La n), n+1) = at|n). (6.134)

1
vn vn+1
Another way to write this, from a different point of view, is as the action of the operators a
and a' on the state |n):

aln) =vnln—1), a'|ln)=vn+ln+1). (6.135)

We see that a reduces the energy eigenvalue by 1, while a' increases the energy eigenvalue
by 1. In other words, af gets us to the state of next higher energy (it “creates one quantum
of energy”) while a gets us to the state of next lower energy (it “annihilates one quantum of
energy”). This is the reason we called a' the creation operator and a the annihilation operator.
We call them the ladder operators because they let us “climb the ladder” of energy eigenstates.

Going back to the definition of the Hamiltonian in terms of the number operator, we see that
1
H|n) =w <n + 2) |n), (6.136)
and thus, as you proved in Problem |n) is an energy eigenstate with eigenvalue

E,=w (n + ;) . (6.137)

In particular, since we showed above that n must be non-negative, and since we now also
see that it has to be an integer (as it can only be increased or decreased by 1!), the possible

eigenstates are found to be
0, 11),12),13),... (6.138)

We found that the energy of the quantum harmonic oscillator is discrete, or quantized, and the
system can only have energy which differs from w/2 by equal steps of w. The state of lowest
energy, also called the ground state, is |0). It has the energy eigenvalue

Ey = sw. (6.139)
If we act on the ground state with the annihilation operator, we get
al0) =0, (6.140)

which is not a state, because it has norm 0 and cannot be normalized. This means that we

149



cannot generate states with energy lower than that of the ground state. If we act on |0) with
the creation operator, we get
at |0y = [1). (6.141)

We say that at, which takes us from |0) to |1), excites the harmonic oscillator from the ground
state to the first excited state, which has exactly one “quantum” of energy. The state |n) has
exactly n quanta, while the ground state |0) has no quanta.

As we mentioned above, the quantum harmonic oscillator may be used to describe many
different physical systems. In quantum field theory, the operator N corresponds to the number
of particles excited from the field. So |0) is the vacuum state, or a state with no particleﬁ 1)
is a state where one particle has been excited from the field (e.g. one photon has been excited
from the electromagnetic field); |2) is a state with two particles; and so on.

Problem 6.16. Prove that

my = ) 1oy (6.142)
n!

This means that, once we know the ground state, we can create any energy eigenstate by
simply applying 7 times the operator a* and normalizing.

Problem 6.17.

A. Find (V) for the harmonic oscillator given that the system is in the energy eigenstate |n).
B. How is the expectation value of the potential energy related to the total energy?

C. What is the expectation value of the kinetic energy?

6.5 Wavefunctions, Position, and Momentum
6.5.1 The Position Operator

When canonically quantizing a particle, the position function x is promoted to a Hermitian
position operator. We usually denote this operator with a hat, £, to distinguish it from its
eigenvalues, which are confusingly also written as x. Even more confusingly, we denote the
position eigenstate corresponding to a measurement of position x as |x):

%lx) =x|x), x € R. (6.143)

As usual, since £ is a Hermitian operator, its eigenstates |x) form an orthonormal basiﬂ
Recall that for an orthonormal basis |B;), i € {1,...,n} in a finite-dimensional Hilbert space,

%Notice that the vacuum state, despite having no particles, still has non-zero energy w/2! This is called
zero-point energy, and it is simply the energy of the field itself.

%4Our Hilbert space is now infinite-dimensional, and a rigorous discussion of such a space requires dealing
with many mathematical subtleties, but we will mostly ignore them in this course due to lack of time.
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the orthonormality condition is given by (3.53):

0 ifi],

6.144
1 ifi=]. (6149

(Bi|Bj) = dij = {

The Kronecker delta 6;; has the property that, when evaluated inside a sum over an index i, it
“chooses” the term in the sum with index j:

n

Y fidii = fi (6.145)

i=1

where f; represents the terms to be summed upon. You don’t actually need to evaluate the
sum, since all of the terms with i # j vanish, and you are left with just one term, the one with
i=j.
The infinite-dimensional version of this is that for two basis states |x) and |x’), where x, ¥’ € R,
we have

(x]x") =6 (x— "), (6.146)

where J (x — x) is the Dirac delta function. This function is zero everywhere except when
x = x’, in which case it is divergent. More precisely, the Dirac delta isn’t actually a function, it
is a distribution, which basically means it is only well-defined when used inside an integral.
For any function f, the Dirac delta satisfies the condition

—+00
f(x)é(x—x")dx = f (x). (6.147)
In other words, when evaluated inside an integral over a variable x, the delta function
d (x — x’) simply “chooses” the value of the integrand for which x = x’. This is simply a
generalization the property of the Kronecker delta in (6.145). You don’t need to evaluate the
integral, since all of the terms with x # x’ vanish, and you are left with just one term, the one
with x = x'.

Problem 6.18. Prove the following properties of the Dirac delta function:

A.

f°° F(x)5(x)dx = £(0). (6.148)
B. oo

/ 5(x)dx = 1. (6.149)

C.
d(x)=0(—x). (6.150)

D.
5 (Ax) = \1M5 (x), A€ER (6.151)



Problem 6.19. Let us define the Heaviside step function:

0 x<0,
@(x)={1 x=0, (6.152)
1 x>0.
Prove that d
a@ (x) =0 (x), (6.153)

where 0 (x) is the Dirac delta function.

6.5.2 Wavefunctions in the Position Basis

Since |x) is an orthonormal eigenbasis, we should be able to write down any state |'¥) as
a linear combination — or superposition — of the basis eigenstates. Let us recall that in the
finite-dimensional case, with a finite basis |B;), we have
n
[¥) = 2B (Bi['F). (6:154)
i=1
In Section3.2.7we said that (B;|¥) — the probability amplitudes — are the coordinates of the
representation of the vector |¥) with respect to the basis |B;), and they can be collected into
an n-dimensional vector:
(B1|¥)

= : : (6.155)

k9 .
P\ (Bal¥)

In the infinite-dimensional case, we simply replace the sum with an integral (and optionally
add time dependence, since we now have a continuous time coordinate):

+o0
¥ (1)) = / ) (x| ¥ (1)) dx. (6.156)

—00

In this case, (x| (t)) are the coordinates of the representation of the vector |'¥ (¢)) with respect
to the basis |x). Since there is one coordinate for each real number x, we cannot collect them
into a vector; instead, we define a function:

P(t,x)=(x|¥(1). (6.157)

The complex-valued function ¢ (¢, x), which returns the probability amplitude to measure the
particle at position x at time ¢, is called the wavefunction.

Given a wavefunction ¢ (¢, x), the probability density to find the particle at position x at time ¢
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is given by the magnitude squared of the probability amplitude:
[ (£ =[x [¥ M) (6.158)

The reason this is a probability density, and not a probability, is that continuous probability
distributions behave a bit differently than discrete ones. The probability to find the particle
somewhere in the real interval [a,b] C R at time t is given by the integral

b
/ |9 (t,x)[* dx. (6.159)

If a = b, then the integral evaluates to zero. This means that the probability to find a particle
at any one specific point x is actually zero! A set containing just one point, or even a countable
number of discrete points, is a set of Lebesgue measure zero, which means it has no length. It
only makes sense to talk about finding a particle inside an interval such as [a, b] with a # b,
which has non-zero Lebesgue measure and thus non-zero length.

Also, instead of the probabilities summing to 1, we must demand that the integral of the
probability densities over the entire real line evaluates to 1:

o0
[ ¢ (t,x) P dx = 1. (6.160)

This makes sense, because there is 100% probability to find the particle somewhere on the
real line, that is, inside the interval (—oo, 4-00).

Using the wavefunction ¢ (¢, x) = (x| ¥ (t)), we can rewrite (6.156) as follows:

)=y dx (6.161)
—o0
If we are given a state ¥ (¢)), we can use to convert it to a wavefunction, and con-
versely, if we are given a wavefunction ¢ (f, x), we can use to convert it to a state. This
is, of course, a consequence of the wavefunction being a representation of the state in a specific
basis. For this reason, you will sometimes hear the term “wavefunction” used as a synonym
for “state”; for systems where a wavefunction description exists, such as a quantized particle,
these two descriptions are equivalent.

However, it should be noted that wavefunctions are not fundamental entities in modern
quantum theory. The fundamental entities are the states, since any quantum system has states,
but only some systems have wavefunctions. For example, there is no wavefunction for a
qubit, since there are no continuous variables with respect to which the wavefunction can
be deﬁned@ Even for systems that do have wavefunctions, the description using states is
more general, since a state is independent of a basis, while a wavefunction is only defined in
a particular basis.

65This is why, in the discussion of the Measurement Axiom, I used the term “collapse” rather than the more
popular “wavefunction collapse”. Qubits also collapse, but they do not have wavefunctions!
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Next, recall the completeness relation (3.81):

i |Bi) (Bi| = 1. (6.162)
i=1

We can use (6.156) to derive an infinite-dimensional analogue. We simply note that |¥ (¢))
does not explicitly depend on the variable x, so it can actually be taken out of the integral,
and we get:

—0o0

(o) = ([ twlar) 1y ), (6169

from which we get the infinite-dimensional completeness relation
+oo
/ ) (x|dx = 1. (6.164)

This relation allows us to define an explicit inner product between states on our infinite-
dimensional Hilbert space as follows:

(F(t)|®(H)) = (¥ (t)] (/J:o |x) (x| dx) @ (')
= [ S e @)
- /:o Y (t,x) ¢ (¥, x) dx,

where ¢* (t,x) = (¥ (¢) |x) is the complex conjugate of the wavefunction for |¥ (t)) defined
in (6.157) (since as usual, switching the order of states in the inner product turns it into its
complex conjugate), and ¢ (#,x) = (x|® (¢')) is the wavefunction for the state |® (¢')).

This is really nothing more than the familiar inner product we defined all the way back in
Section [3.2.2} except instead of summing on the components of a vector, we are integrating on
the values of a function! The vector in the discrete case was the representation of the state in a
particular basis (such as the standard basis), while the function in the continuous case is also
the representation of the state in a particular basis, in this case the position basis.

Now we can see that the normalization condition in (6.160) simply says that the norm of a
state has to be 1, as usual:

1% (8] = /(¥ (1) [¥ (1) \// (t,x)Pdx = 1. (6.165)

Problem 6.20. The expectation value of the position, given that the state of the system is
|'¥ (t)), is defined as usual by

(x) = (Y (¢) |2]¥ (1)). (6.166)
By inserting the completeness relation (6.164), show that, in terms of the wavefunction ¢ (¢, x),
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the expectation value of x is

(x) = / :Ox (%) dx. (6.167)

Problem 6.21. Let V (x) be an arbitrary smooth function of x. When we promote x into an
operator, V (x) becomes the operator V (£). (For example, if V (x) = x?, then V (2) is the
operator £2.) By expanding V (£) in a Taylor series, show that |x) is an eigenstate of V (%)
with eigenvalue V (x):

V(%) |x) =V (x)]x). (6.168)

As a corollary, show that
(x| V(R)|¥ () =V(x)yp(tx). (6.169)

Exercise 6.22. A wavefunction is given by

p(t,x)=Ae™, AcC. (6.170)
Find a value of A for which the wavefunction is properly normalized, that is, (6.160) is
satisfied. Then, calculate the expectation value (x) for this wavefunction.
6.5.3 The Momentum Operator

When we canonically quantize a particle, in addition to the position operator, we also promote
the momentum function to a Hermitian momentum operator p. This operator has momentum
eigenstates |p), which correspond to measurements of momentum p:

plr)=vplp). (6.171)

Everything that we discussed in the previous two sections also applies to the momentum
operator and its eigenstates — simply replace x with p. This also includes the wavefunction,
which can be represented in the momentum basis as

ptp)=(p[¥ (). (6.172)

Now, let us recall that in Sectionwe found out that the unitary operator responsible for
shifts in time can be written as the exponential of the Hamiltonian. This can be written in
slightly different notation

e WO W (1)) = |¥ (t + to)) . (6.173)

From this relation, we derived the Schrodinger equation (6.52), which tells us that the Hamil-
tonian — the Hermitian operator corresponding to energy — acts on states as a time derivative:

H[¥ (1)) = i% ¥ (). (6.174)

Since the energy is just the momentum in the time direction, we expect, in analogy, that the
momentum operator will act on states as a derivative with respect to position, and that its
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exponential will translate states in space. However, here we encounter a complication: in
non-relativistic quantum mechanics, time is considered to be just a label on the states [¥ (t)),
while position is the eigenvalue of the position operato@ Due to this complication, we won't
give the derivation here, but simply state the result:

d 0
p = —i— = —i— . 17
(IPIY (1) = —i 50 (x ¥ () = —i 5 (%) (6175)
This means that the representation of the momentum operator in the position basis is given
by the derivative with respect to position (times — i, which is a convention). This result will
be very useful in Section[6.6) when we discuss solution to the Schrodinger equation. Equation

(6.175) is often written simply as

N
p= —1$, (6.176)

but this actually incorrect (or at the very least, serious abuse of notation), since the momentum
operator is an abstract operator, and only becomes a derivative when represented in the
position basis!

By exponentiating the momentum operator, we get the translation operator e~ P 5 unitary
operator (as it has to be, since it must preserve norms) which translates position eigenstates a
distance a in space:

e P x) = |x+a). (6.177)

By taking the adjoint of this expression and acting on a state |¥ (f)), we get
(x| P [¥ (1)) = (x +a|¥(t)) = ¢ (t,x +a). (6.178)

Therefore, the translation operator translates not only position eigenstates but also wavefunc-
tions.

Problem 6.23. Calculate the expectation value of the momentum, (p), given that the state of

the system is [¥ (¢)), in terms of the wavefunction ¢ (¢, x).

6.54 Quantum Interference

Let us consider the double-slit experiment, which we discussed all the way back in Section 2.1.3]
Schematically, the particle’s state can be described as a superposition of passing through slit
A and passing through slit B:

¥) =a|¥4)+b[¥s), la]> + |b* = 1. (6.179)

66This is, in fact, a big problem when trying to combine quantum mechanics with special relativity, since
relativity merges space and time into a 4-dimensional spacetime, and this means space and time must be treated
on equal footing. However, we won't go into that here. See also Footnote
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We suppress the time dependence here, for brevity. The probability amplitude to measure the
particle at the position x is given by

P (x) = (2 ¥) = a(x[¥a) + b(x[¥5) = apa (x) + by (x). (6.180)
The probability density is then, as usual, the magnitude squared of the amplitude:

[ ()" = laga (x) + bys (1)
= (a7 (x) + b7 (x)) (aa (x) + b (x))
= atayy (X) Ya (x) + 070y (x) s (x) +a’bypy (x) pp (x) + b app (x) pa (x)
= [af* [ipa (x)* + |6 5 (x)|* +2Re (a0} (x) 5 (x)) -
The terms |a|? |4 (x)|* and |b|* |5 (x)|* are always positive, for any x. However, the third
term 2 Re (a*by?, (x) g (x)), called the interference term or sometimes the cross term (because
it “crosses” P4 and ), is a real number which can be either positive or negative, depending

on the specific values of a and b, as well as the specific position x in which ¢ (x) and ¢ (x)
are calculated.

The interference term will either increase or decrease the probability to find the particle at x.
If it increases the probability, this is constructive interference, and it if decreases the probability,
this is destructive interference. This is precisely what is responsible for the interference pattern
in the double-slit experiment, illustrated in Figure for different values of x, there will be
different amounts of constructive and destructive interference.

6.6 Solutions of the Schrodinger Equation
6.6.1 The Schrodinger Equation for a Particle

Recall the Schrodinger equation (6.52):
. d
i [¥ () = H[¥ (1)). (6.181)

For a particle, we have the Hamiltonian (6.69):

2

_ P
H=g - +V(x). (6.182)

Therefore, the Schrodinger equation becomes

i ¥ (1) = <2p; + V(ae)) ¥ (1)), (6.183)
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where we promoted the position and momentum to operators. To find the representation of
this equation in the position basis, we multiply by (x| from the left:

N

2
i 1Y) =l (L v @) e o). (6.184)

On the left-hand side, since the position eigenstate |x) is independent of time, we can move
the time derivative out of the inner product:

d

(ﬂi?”?(ﬂ>:idt@|TU»::%iw(n@. (6.185)

On the right-hand side, since in the position representation we have
p=—1—, 6.186
p=—is (6.186)

the first term will be

As for the second term, in Problem you showed that
(x| V (£)[¥ (1) = V () (t,5). (6.187)

In total, we get:
i Lt x) = —ia—2+V(x) (t x) (6.188)
! dtlp T 2m 0x2 plbx). '

This is the Schrodinger equation in the position basis. It is a concrete differential equation
that one can solve for a variety of different potentials V' (x).

Problem 6.24. In this problem you will prove Ehrenfest’s theorem, which states that:

{p) =m=3~ (6.189)

Q.

U v ). (6:190)

shows that the expectation values of the position and momentum in the quantum
theory satisfy the same relation as the position and momentum in the classical theory.
is Newton’s second law in terms of the expectation values of the momentum and the
force F = —V' (x).
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A. Using the identities you proved in Section calculate the commutator
[x", p], (6.191)

where 7 is a positive integer. (Hint: Make an educated guess and prove it by induction.)

B. Using the result of (A), calculate the commutator

[f (x),pl, (6.192)

where f (x) is an analytic function.

C. Recall (6.90):
d (A)

dt
Use this equation, and the result of (B), to prove equations (6.189) and (6.190).
D. In Problem you showed that

= —i([AH]). (6.193)

(x) = / t:ox ()2 dx, (6.194)

and in Problem [6.23] you calculated (p). Prove equations (6.189) and (6.190) using these
results and the Schrodinger equation in the position basis, (6.188).

Hint: You will have to use integration by parts, and assumelf] that ¢ (f,x) — 0as x — £oo.

E. Does (6.190) imply that the expectation values of x and p obey Newton’s laws? If so, prove
this for a general V (x). If not, find some V (x) which provides a counterexample.

Problem 6.25. Recall the time-independent Schrodinger equation (6.63), which is just the
eigenvalue equation for the Hamiltonian:

H|E;) = E;|E;). (6.195)
Let us denote the wavefunctions corresponding to the energy eigenstates as follows:
i (x) = (x|Ey). (6.196)

They don’t depend on ¢, since we are assuming the Hamiltonian doesn’t depend on ¢ either,
and energy is constant. Show that (for a point particle with mass m) these wavefunctions
satisfy the equation

82
(~3mam ¥ )) 95 (6) = Eapi (o). (6197)

67This is pretty much always assumed to be true about wavefunctions in quantum mechanics. It can be justified
in two ways. First, according to , |1 (,x)|? has to integrate to 1 so that the state is normalized. Therefore, it
makes sense that ¢ (¢, x) should vanish at infinity — although, if you look hard enough (you are encouraged to
try!), you can find normalized wavefunctions which nonetheless do not vanish at infinity. Second, if we create a
particle in the lab, we would expect the probability to find this particle a trillion light years away to be very close
to zero...
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6.6.2 Separation of Variables

Let us assume that the wavefunction can be separated into a part which depends only on x
and a part which depends only on ¢:

¥ (tx) = i (x) e (£). (6.198)

By plugging this into the Schrodinger equation (6.188) and dividing by ¢, we obtain the
equation
idy: 1 10%y,

Y, dt — 2m; 9x2

+V(x). (6.199)

Since the left-hand side only depends on t and the right-hand side only depends on x, we
conclude that they must in fact both be constant, that is, independent of both ¢ and x —
otherwise, if for example the left-hand side was a function of ¢, then the right-hand side
would have to be a function of t also, in contradiction with our assumption that it only
depends on x. This is called separation of variables.

Let E; be the constant that both sides are equal to. Then we get two equations. The first
equation will just be the eigenvalue equation (6.197), which therefore implies that E; is the
energy (and thus must be real). The other equation will be

d .
% = —iE. (6.200)

Recalling (6.9), we see that the solution to (6.200) is simply
P = e Bl (6.201)

Therefore, any separable solution to the Schrodinger equation is given by a wavefunction of
the form

¥ (t,x) = (x)e 1Et, (6.202)
These are called stationary states. Since these states are energy eigenstates, they have a well-
defined energy E;.

As it turns out, since the Schrodinger equation is linear, the most general solution to the
equation is a linear combination of stationary states:

P (tx) =Y aip; (x)e M, (6.203)

where a; € C are constant coefficients and E; are all the possible energy eigenstates, of which
there can be infinitely many. Of course, this is nothing other than a superposition of energy
eigenstates, represented in the position basis, and therefore the coefficients «; are none other
than the probability amplitudes to measure each energy E; given the state |¥ (f)).

In other words, the general solution to the Schrodinger equation simply amounts to writing
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the state of the system as a superposition with respect to the eigenbasis of a particular
observable — the Hamiltonian. With the time dependence out of the way, all that remains is
to solve the time-independent Schrédinger equation for ¢;, and find the coefficients
;. The solution will depend on the explicit form of the potential V (x). However, this is,
of course, the hard part! Thousands upon thousands of pages have been written in the last
100 years or so about solutions (or even just approximations of solutions) to the Schrodinger
equation for all kinds of different potentials.

Unfortunately, our course has come to an end, and we won’t have time to work out any specific
solutions. The focus of this course has been on developing deep intuition and conceptual
understanding of quantum theory, as it is formulated in modern 21st-century theoretical
physics. For this reason, we spent the vast majority of the course developing the entire
mathematical framework of the theory from scratch, highlighting and debunking common
misconceptions, focusing on concepts and their meaning rather than calculations, and giving
examples from discrete systems, where the math is simple, so we could concentrate our efforts
on understanding the physics without being bogged down by the math.

Still, solving the Schrodinger equation is something every physicist should know how to
do, and in Problem you will find the solutions corresponding to two simple potentials,
related to scattering and tunneling of particles in one dimension.

Problem 6.26. Show that the probability density of a stationary state, as well as the expectation
value of any observable A with respect to that state, are independent of .

Exercise 6.27. A wavefunction is given at time t = 0 by

P (0,x) = a19P1 (x) + a2y (x) . (6.204)

What is the wavefunction ¢ (¢, x) at some other time ¢, and what is the corresponding proba-
bility density?

Problem 6.28. Solve the Schrodinger equation for particular potentials. Solve it for the
following two simple potentials:

e Finite square well — scattering:

0 x < —a,
Vix)=X -V —a<x<a, (6.205)
0 x> a.
e Finite square barrier — tunneling:
0 x < —a,
V(x)=<+Vy —a<x<a, (6.206)
0 x> a.
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In both cases, a and Vj are two positive numbers. Make nice plots of the potentials and the
wavefunctions. The solutions are not trivial, and you are allowed — even encouraged — to
make use of textbooks and online resources. However, you should write the solutions in your
own words and summarize what you learned from the results.

6.7 Lagrangian Mechanics and the Path Integral Formulation

In this section, we will learn the basics of path integral quantization. This is a significantly
different method of quantizing a classical system, and it is in fact the preferred method in
much of 21st-century physics, including quantum field theory, quantum gravity, and other
fundamental quantum theories.

6.7.1 A Quick Review of Classical Lagrangian Mechanics

Just as canonical quantization starts from a classical system formulated using Hamiltonian me-
chanics, path integral quantization starts from a classical system formulated using Lagrangian
mechanics. In Hamiltonian mechanics, the degrees of freedom are position x and momentum
p, or more generally a set of positions x = (x1,...,x,) and momenta p = (p1,...,pn), and
they can be used to construct a Hamiltonian H (x, p). In Lagrangian mechanics, the degrees of
freedom are position x and velocity x, or more generally a set of positions x = (x1,...,x,)
and velocities x = (X1,...,%,) , and they can be used to construct a Lagrangian L (x, x).

For example, the Lagrangian of a point particle is:

L(x, %)= %mxz —V(x). (6.207)

Notice that the first term is just the usual Newtonian kinetic energy term 3mv?. Compare this

to the Hamiltonian of a point particle (6.69):

2
H= 2177;1 +V (x). (6.208)
The first term in both is the kinetic energy, except that in the Lagrangian we use the velocity
% and in the Hamiltonian we use the momentum p = mx. The second term is the potential
energy, but in the Hamiltonian we add the potential energy (so that the Hamiltonian is the
total kinetic + potential energy) while in the Lagrangian we subtract the potential energy (so
that the Lagrangian is the difference between kinetic and potential energy).

It is possible to do some classical mechanics using just the Lagrangian itself, but to understand
its meaning from first principles, and to apply Lagrangian mechanics to more complicated
systems, we must go one step further and define the action:

S[x] = / L (x,%)dt. (6.209)
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This is simply the integral of the Lagrangian over time. The action is an example of a functional,
which is a map that takes a function and returns a real numbe@ Given a particular function
x (), the action functional produces a real number by integrating the Lagrangian in terms of
this function and its derivative.

However, the integration itself is almost never actually performed! Usually, we simply use
the action functional as an abstract quantity in order to derive the equations of motion from
it. This is done using the principle of stationary action: the equations of motion are given by
stationary points of the action.

A stationary points is any point where the derivative is zero: either a minimum, maximum,
or inflection point@ Sometimes you might hear the expression “principle of least action”, but
that is only a historical term and should not be used, because the equations of motion don’t
always correspond to a minimum of the action! As an example, in general relativity, the action
for a point particle is the particle’s proper time, and the equations of motion correspond to
the maximum of proper tim

The principle of stationary action can be given in terms of the functional differential as follows:
dS [x] = 0. (6.210)

You can think of the functional differential as the change in S due to an infinitesimal change
in the function x (¢). This is similar to the usual notion of a differential df of a function f (x),
which is the change in f due to an infinitesimal change in the argument x, which is a number.
However, in the case of a functional differential, we change an entire function, not a number.
Since x (t) specifies the path (or trajectory) of the particle as a function of time, we can think of
an infinitesimal change in x () as a slight deformation of this path, which can be in different
amounts at different points along the path.

This condition 65 [x] = 0is equivalent to the differential (or derivative) of a function vanishing,
so it is a generalization of the concept of a stationary point, except that now instead of a point
where the derivative vanishes, we have a function where the functional derivative vanishes.

Let us calculate this explicitly between two arbitrary points in time, ¢; and #,:

t t
5s= [ srdt= /2 (aL(Sx n aL,(sx) dt. (6.211)
Jh y \0x ox

%8More generally, a functional on any vector space is a map from vectors to scalars. So in C", a bra (| is actually
a functional, since it takes any vector |¢) to a complex number. The space of continuous real functions is a vector
space over the field of real numbers (prove this!), so f is a functional on this space.

%9 An inflection point is one where the function changes from being concave to convex. For example, the
function x% at x = 0 has vanishing derivative at x = 0, but it’s neither a minimum nor a maximum, it’s an
inflection point.

7%You might claim that if the action was the negative of the proper time, then this would actually be the
minimum. However, this is misleading because the proper time is the square root of a quantity (the spacetime
interval), so we can actually take it to be either positive or negative in any case. No matter the sign, the equations
of motion always correspond to the maximum of the magnitude of the action.
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Here we used the chain ruld’]] The functional derivative commutes with the usual derivative,
so we have

dx d
o0x =0 <dt> =3 (6x). (6.212)
Therefore we can integrate by parts. From the product rule we get
aL aL d _d [dL d /dL

and so

t2 /0L d aL d L
t2 oL d [/dL d a
(=8 (2 Y oer (2L
f dx dt \ ox d
b/oL d (0L oL |»
G -w )M‘“*(ax‘s )

The last term vanishes if we assume that the endpoints are fixed, that is, ox (t1) = dx (t) = 0.
This makes sense in the case of a particle, since we can assume that the particle must start and

end at two specific points, and only the path connecting these two points can vary. We are

thus left with , 5L d /oL
2
55 = /tl Kax -5 <ax>> (5x] dt. (6.214)

To satisfy 65 = 0, the integral must vanish for any choice of dx. Note that dx is a function of ¢,
since it’s a functional differential, and thus it is being integrated on — we can’t take it out of
the integral! The only way to guarantee that the integral vanishes for any éx # 0 is if the rest
of the integrand always vanishes. Therefore, S = 0 is equivalent to

oL d /oL
o <8x> =0. (6.215)

This is called the Euler-Lagrange equation. Given a choice of Lagrangian L, we can use this
equation to find the equation of motion for the system, which can then be solved to obtain
x (t).

As an example, consider the Lagrangian for a point particle (6.207):

L(x, %)= %mxz -V (x). (6.216)

7IThe functional differential and functional derivative can be defined rigorously, and their properties, such as
the chain rule, can be proven from this definition. Since this section is supposed to be just a quick review, and
I'm only using these concepts in the derivation of the equations of motion, I will not attempt to give a rigorous
definition or prove any properties here, but you are encouraged to look them up.
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We have
oL 0 <1

5 = 5. 5™ T V(x)) =-V'(x) =F, (6.217)

E X

where F is the force due to the potential V, and

S35 G ve)-enme e

where in both cases we assumed that x and X are independent variables. Therefore, the
equation of motion is
F = m¥k, (6.219)

which is just Newton’s second law — the same equation we found from the Hamiltonian in
(6.81).

In fact, the Lagrangian and Hamiltonian formulations are closely related. Given a Lagrangian
L, we can find the momentum corresponding to x by

oL

P=a5 (6.220)
This allows us to transform from L (x, x), which uses the velocity x, to H (x, p), which uses the
momentum p. This is known as a Legendre transformation. Aside from converting velocity to
momentum, we also need to find the actual Hamiltonian. Intuitively, since L = K (&) — V (x)
and H = K (p) + V (x), this should involve writing the kinetic energy K in terms of p instead
of x and then inverting the sign of V. In practice, it is not always clear which part of the
Lagrangian is the kinetic energy and which part is the potential energy. However, there is a
transformation that always works:

H=pi-L ) (6.221)

1—x(p)

provided we can invert the relation (6.220) to find how to express x in terms of p. For example,
in the case of a point particle we have

oL 9 (1 , o
P=5. 5z <2mx — V(x)> = mx, (6.222)
which is just the Newtonian momentum p = mv, and we can invert this to find X = p/m.
Thus we find that the Hamiltonian is

2

—p (L) - (;m (E)z - V(x)) = v, (6.223)

H=px—-L
px m

xX—=p/m
which indeed matches the Hamiltonian (6.69).

Problem 6.29. Any system can, in fact, be described by an infinite number of equivalent
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Lagrangians. These Lagrangians are all related; find the most general relation between two
arbitrary Lagrangians L and L’ such that they produce the same equations of motion.

Problem 6.30. Prove that if instead of just one coordinate x we have a set of coordinates
x = (x1,...,%,), then the condition 6S = 0 results in n Euler-Lagrange equations, one for
each coordinate.

Problem 6.31. What form will the Euler-Lagrange equation take if instead of just the first
derivative of x, the Lagrangian involved derivatives of x up to order N?

Problem 6.32. Show that Hamilton’s equations (6.75) and (6.76) follow from the Euler-
Lagrange equation (6.215) after performing a Legendre transformation. One way to do
this is by calculating the differential of (6.221).

Problem 6.33. Consider an n-dimensional Lagrangian L (x, x) where x = (x1,...,x,). Assume
that the Lagrangian is independent of x; for some i; we then say that the coordinate x; is
a cyclic coordinate. Show that this implies there is a conserved quantity in the system, and
find that quantity. This is a special simple case of Noether’s theorem, which says that every
continuous symmetry of the action has a corresponding conserved quantity. In this case, the
symmetry is trivial since any change to x; will not affect the action.

Exercise 6.34. Find the Lagrangian for the classical harmonic oscillator by applying a Legendre
transformation to the Hamiltonian (6.95), and calculate the equations of motion using the
Euler-Lagrange equation.

6.7.2 Motivation for Path Integral Quantization

Recall the definition of the unitary evolution operator (6.56)):
U (tp + tg) = e~ 1Htrh), (6.224)

where H is the Hamiltonian, fj is the initial time, and ¢r is the final time. Let T = tr — 3 be
the duration of evolution, then we can rewrite this operator as

U(T)=e T, (6.225)

Consider a particle at point xg at time fy. What is the probability amplitude to find that
particle at some other point xr at time ¢r?

We start with the eigenstate |x() at time t(, then evolve it to the state e 1HT |x;) at time tf, and
finally perform a measurement of the position operator £. As usual, the state can be expanded
in a superposition in terms of the basis eigenstates of £, and the amplitude to find the particle
at point xr will then be the coefficient of |xr) in this superposition. The superposition is given

by (6.156) with [¥ (t)) = e~ 1HT |xp):

. 00 .
e 1HT ) = / 1) (x| e~ HT |xo) dox. (6.226)
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Then clearly the amplitude to find the particle at x is the inner product
A= (xple "HT |xg). (6.227)

Next, consider the single-slit experiment. A particle is emitted from xg at time ¢, passes through
a slit on a barrier at x1, and is detected at time tr at some position xr along the screen. What
is the amplitude for this process?

Recall that the probability for two events to happen is the product of the probabilities of
each event. For example, when rolling a 6-sided die, the probability to get a 1 is 1/6. So
when rolling two such dice, the probability to get 1 on both diceis 1/6-1/6 = 1/36. Since
probability in quantum mechanics is the magnitude-squared of the amplitude, amplitudes
must obey this rule as well. Therefore, assuming for simplicity that each half of the path takes
an equal time AT = T/2, the amplitude for the path xo — x; — xr is:

A = (x| e AT |xp) (x| e THAT |xp) (6.228)

What if we hav two slits, xgl) and xiz), as in the double-slit experiment (Figure ? Now
there are two paths that can result in the particle reaching xr: one where it passes through

(1) (2)

x; ' and one where it passes through x;™.

Again, recall that the probability to get one of several specific outcomes for a measurement is
the sum of the probabilities for each outcome. For example, the probability to get either 1 or 2
on a 6-sided dieis 1/6 +1/6 = 2/6. Amplitudes also obey this rule, although in this case,
adding the amplitudes might actually lower the probability due to destructive interference —
indeed, that is exactly what makes quantum mechanics distinct from classical probabilistic
theories!

Therefore, the total amplitude to find the particle at xr must be the sum of the amplitudes for

each possible path xop — x§1) — xr and xg — x§2) — Xp:

A= (e AT [xD) (2 THAT |xg) - (xp| e THOT [x () (2P | 10T ). (6.229)

Okay, so what if we have n slits xgl), eeey, x%n)? In this case, the amplitude will clearly be:

A=Y (xp|e AT |x{My (x| o= THAT |y, (6.230)
i=1

1

Now, imagine that there is no barrier at all; the particle doesn’t pass through any slits, it just
arrives directly at xr. But if you think about it, this is actually equivalent to having the entire
barrier “made of” an infinite continuum of slits! In this case, the sum over a finite number
of discrete slits in the amplitude will become an integral over each possible value of the slit

72The reason for this weird notation is that in a bit I will introduce additional barriers. So the subscript is the
number of the barrier, and the superscript is the number of the slit on that barrier.
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location, which we label x7:
A= /dx1 (xp| e THDT |x0) (xy] e THOT |xp) (6.231)
Notice that we can also write this as follows:
A = (xp|e 18T (/ |x1) (x1] dxl) e 8 xg) = (x| e 1T |xg), (6.232)

where we used the fact that T = AT 4 AT (the total time to get from x( to xr is the sum of the
time to go through each half of the path) and the completeness relation (6.164):

/ ‘X1> <X1’ dx1 =1. (6233)

In other words, this result, which we arrived at by considering the different paths a particle
could go through, is simply a trivial consequence of the completeness relation! Indeed, this
provides a nice illustration of the physical meaning of the completeness relation.

But now, let us take this one step further. Imagine that there is another barrier at x,, between
x1 and xr. The amplitude to get from xy to xr must now take into account going through
different slits in both barriers, so it will be the product of three amplitudes: one for xo — x1,
one for x; — x3, and one for x, — xr. Let us assume for simplicity that each of the 3 parts
of the path xo — x; — xp — xr takes equal time AT = T/3. If we treat x, in the same way
as we did x;, removing the barrier and considering the empty space to be composed of an
infinite number of slits, then we get

A= / dxr / dxs (x| e THAT |xy) (x| e PHAT [17) (xy [ e AT |xp) . (6.234)
Note that, again, we could have also arrived at this by starting with (xg| e~ 1HT |xq), splitting

the exponential into 3 equal parts, and inserting the completeness relation between each two
exponentials.

This is the amplitude for 2 barriers. Let’s increase this to N barriers at xy, ..., xy, and assume
that each part of the path takes equal time AT = T/ (N + 1). Then we should integrate over
the infinite continuum of slits in each barrier:

N
A= <H/dxj> (xp| e AT |xn) oo (x| @ HIAT | xy) (x| e THAT |xp) (6.235)
i=1
A more concise way to write this is by taking xy4+1 = xf, so that we have:
N N _
A=(T1 / doj | | T (xesale P28 x| (6.236)
=1 k=0
Note that j starts from 1 while k starts from 0, since we have N integrals but N 4 1 amplitudes,
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with an integral inserted between each two adjacent amplitudes.

The way to generalize this even further should now be obvious: not only do we treat each
barrier as an infinite continuum of slits, we also treat the entire space between xy and xr as
an infinite continuum of barriers. Schematically, this is achieved by taking N — co. So in
conclusion, we have:

. N N .
(xp| e T |xo) = m (H/dx]) <H (x| e AT |xk>> , (6.237)
e \j=1 k=0

where
T

TN+

In other words, to calculate the amplitude for the particle to get from x( to xr, we must take

XNl =xF, AT (6.238)

into account every possible path between these two points!

6.7.3 The Inner Product of Position and Momentum Eigenstates

What happens when we take the inner product of a momentum eigenstate with a position
eigenstate? Recall equation (6.175):

(P (D) = i (x| ¥ (1) (6.239)

If we take |¥ (t)) — |p), that is, the state of the particle is a momentum eigenstate, we get:
(xlplp) = —i == (x| p) (6:240)
PIp) = =19 \x1p)- -
On the other hand, since |p) is an eigenstate of p with eigenvalue p, we have

(x[plp) = p(x|p). (6.241)

Comparing the two equations, we find a differential equation for (x|p):

) .
$<X|P> =ip(x|p). (6.242)

In other words, the function (x|p) is its own derivative, with an additional factor of ip.
Recalling our discussion of the exponential function in Section [6.1.1} we immediately see that
the solution to this equation is:

(x|p) = Ael?*, (6.243)

where A is an integration constant. To determine A, we start from the completeness relation
in terms of the momentum eigenbasis:

[1p) (pldp=1. (6.244)
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Multiplying by |x) on the right and (x’| on the left, we get:

[ ) (plardp = (1) = 6 (x' = x). (6.245)

On the other hand, plugging (6.243) into the integral, and inverting the inner product to get
(p|lx) = A* e~ 1P¥, we get

/<X’|P><p|x>dp:/<Aeipx’) (A e 17) dp
_ |Ay2/'eiv(x'—x> dp.

Therefore, we have that
(' —x) = |A|2/eip(x/’x) dp. (6.246)

However, a known representation for the Dirac delta distribution is
§(x —x) = 1 /eip(x/_x) dp. (6.247)
27

This simply means that the Fourier transform of § (x) is e'*; you will prove it in Problem@
Therefore, we conclude that (up to phase)

1
A= —, 6.248
o (6.248)
and thus (6.243)) becomes
1 .
x|\p) = e'Pr. 6.249
(xlp) = (6:249)
Problem 6.35. Prove (6.247).
6.7.4 Deriving the Path Integral
Consider the simplest Hamiltonian, that of a free particle:
2
H=F_ (6.250)
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Let us find an expression for the amplitude (x;, 1| e 1H2T |x;) for some k. We can insert the
momentum completeness relation and use (6.249):

(el PO ) = [ (x| € PR ) plap

= / e IPAT/2m D) (plxe)dp

L e g g

= /exp { (—P + (X1 — xk) P)] dp,

where in line 2 we applied the operator e 1PPAT/m 4o |p), which results in the number
e~ 1P*AT/m (note that there is no hat on the p), and then moved this number to the left. This is
a Gaussian integral, which may be calculated exactly, as you will prove in Problem The

result is:
<xk+1| € |xk> \/ 20iAT exp (1 AT (xk+1 Xk) ) ’ (6251)

which we rewrite as

2
—ipAT/m m .m X1 — Xk
(xpi1]e |xg) = 5 AT P (1 > AT <AT . (6.252)

This is the expression for one amplitude, so for the product (6.237) we find
—iHT 1 m Xk+1 —
(el e [xo) = lim, (H/dxf> (H 2mATeXp <1 AT( AT > ))
BT m (N+1)/ Xkl — ?
=N, <2mAT (H/dx]> (eXp (1AT 3 ( ) )) '

Instead of taking the limit N — oo, let us take the equivalent limit AT = T/ (N+1) — 0.
Then we have from the definition of a derivative

Xk+1 — Xk

a0 ATV (6:253)

and we also know that the discrete sum becomes a continuous integra]lﬁ

T
Al%rgo (Z AT) = /0 dt. (6.254)

73Indeed, this is one way in which integrals can be rigorously defined. The sum is then called a Riemann sum,
and if the limit exists, the function is called Riemann integrable.
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Therefore
lim AT E x"“ B (6.255)
AT—0 0o 2 ' '
We recognize here the Lagrangian of a free particle:
T1 T
/ St = / L(x%) dt =S, (6.256)
0 0

where we used the definition of the action, (6.209). Thus we get

—iHT - m\(N+1/ /
(xp|e |x0) = ]\1]1_)OQ (27T1AT ( dx;j | . (6.257)

We now define a path integral of a functional F [x] as follows:

/ Flx]Dx = lim (27;?” N/ (H / dx]> (6.258)

Here, Dx means “integrate over all possible paths x (t)”, so we are integrating not with respect
to a numerical variable, but with respect to a function. In other words, this is a functional
integral, and it is essentially the sum of the values of the functional for every possible path,
times a suitable integration measure.

Unfortunately this definition isn’t quite rigorous, and introduces a myriad of mathematical
issues, the most important of which is whether this infinite product of integrals actually
converges! Resolving these issues is very important, but much beyond the level of our course,
so I will not discuss it here.

In conclusion, we find that the amplitude to get from x( to xr is given by a path integral:
(xp| e T |xg) = / S Dy, (6.259)

We did this calculation for a free particle, for simplicity, but it is in fact possible to do this for
an arbitrary Hamiltonian, and the result will be the same: we will always get the integral of
the corresponding Lagrangian, and hence the action, inside the exponential.

Problem 6.36.

A. Prove that

+o00
/ e dx = VTL. (6.260)

[ee]

B. Using the result of (A), prove the more general integral

+o0 2
/_oo ettt qy — \/fexp (Za - c> : (6.261)

C. Using the result of (B), prove (6.251).
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Problem 6.37. Here we derived the path integral representation for the amplitude to get from
position xp to position xr. This is an amplitude that involves only eigenstates of position. In
the more general case, we want to know the amplitude to get from some initial state |'¥y)
to some final state |¥r), namely (¥r|e T [¥y). What will be the path integral for this
amplitude?

6.7.5 Applications of Path Integrals

We found that to calculate the amplitude, we must integrate over all possible paths x (t), with
the integrand being none other than the exponential of the action times i. It is understood
that the paths x (t) we integrate over must start at xp and end at xr, but other than that, the
paths can be arbitrary.

In fact, some paths may be completely unrealistic, with the particle going to the Andromeda
galaxy for a second and then coming back to Earth the following second! This, of course,
violates relativity, but to properly impose the speed of light limit, we must use quantum field
theory, a more fundamental theory which is consistent with both quantum mechanics (at the
non-relativistic limit) and specia]@ relativity (at the classical limit).

As you showed in Problem the path integral allows us to calculate the amplitude to
go from any state to any other state — using just the classical action, without the hassle of
promoting functions to operators, imposing commutation relations, and acting with these
operators on the states. It is possible to formulate all known quantum theories, including
quantum field theory, in terms of path integrals, without doing any canonical quantization.

Another thing we can do with path integrals is to obtain the classical limit in an intuitive
way. We can think of the classical limit as a composite system where numerous microscopic
quantum particles make up a single macroscopic classical object. When we have many
different quantum particles together in one system, the total action for the system is the sum
of the individual actions for each particle. Therefore, it is sensibleE] to take the classical limit
tobe S [x] — oo, as we expect the total action to be very large in magnitude compared to the
action of a single particle. In this limit, we can use the stationary phase approximation (as you
will do in Problem to obtain the approximation

/ e SH Dy s 151, (6.262)

where x. (t) is the classical path, that is, the path that solves the Euler-Lagrange equation
(6.215) with the boundary conditions x (fp) = x¢ and x (ff) = xr; in other words, x. (f) is a

741n fact, quantum field theory is also consistent with general relativity — as long as gravity remains classical,
and only matter (as described by the fields) is quantum. It is currently unknown how to describe gravity itself, as
described by general relativity, as a quantum theory; such a theory would be called quantum gravity.

75In most quantum mechanics textbooks, the integrand of the path integral is given by e!3[//" where 7 is
Planck’s constant, and the classical limit is given by # — 0. However, this doesn’t make much sense, as 1 is a
dimensionful physical constant, so its numerical value has no physical meaning; all you're doing by taking # — 0
is redefining your units of measurement. Here I am keeping 1 = 1 fixed, and the classical limit is S [x] — oo,
which is equivalent because S [x] /i — oo under both 71 — 0 and S [x] — oo.
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stationary point of the action.

This happens because the exponential integrand is an oscillating function, and it can be
shown that whenever S varies, the oscillations cancel each other by destructive interference.
However, stationary points, where the action does not vary, do not get canceled. But as
we have seen, stationary points are exactly those which correspond to classical paths. The
classical path therefore has the highest probability, and this explains why we observe objects
to follow classical trajectories even though each individual particle behaves according to the
laws of quantum mechanics.

Unfortunately, as I mentioned earlier, it is hard to formulate a rigorous mathematical definition
of the path integral. It can be defined rigorously for non-relativistic quantum mechanics using
the dirty trick of taking time to be imaginary, t — it, in which case the exponent becomes real
and the integral becomes easier to define (this is called a Wick rotation). However, in quantum
field theory, path integrals have not yet been defined rigorously except in some simple cases,
such as for some fields in 2 spacetime dimensions. Physicists nevertheless use path integrals
ubiquitously in quantum field theory, with great (and even experimentally verified) success,
but the integrals themselves cannot be computed - instead, perturbation theory must be used
to obtain approximate solutions.

In fact, as I mentioned in the beginning of this chapter, in 21st-century physics — and especially
in quantum field theory, which is the fundamental framework used in most fields of modern
theoretical physics — we usually prefer path integral quantization over canonical quantization.
You can find more details in (recent) quantum field theory textbooks.

Problem 6.38. Prove (6.262) using the stationary phase approximation (if you are not already
familiar with this approximation from other courses, look it up).

6.8 Epilogue

Unfortunately, our course has now come to an end. Even though this is a 4th-year undergrad-
uate course, I taught you many advanced topics in quantum theory that most physicists only
learn in graduate school — or not at all! I hope you had fun, and that this course helped you
develop a deep intuition for quantum theory, understand its most important concepts and
consequences, and demystify common misconceptions.
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